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[bookmark: _Toc137543643]8.2.1.2.2.1.1_1	2Rx FDD FR1 PDSCH Mapping Type A for Satellite Access
Editor's Note: This test cases is incomplete in following aspects:
· [bookmark: _MCCTEMPBM_CRPT44170259___1]Annex G Minimum test time
8.2.1.2.2.1.1_1.1	Test Purpose
Verify the PDSCH mapping Type A normal performance under 2 receive antenna conditions and with different channel models and MCS for NTN capable UE receiving signal from earth based gNB via a satellite access node.
8.2.1.2.2.1.1_1.2	Test Applicability
This test applies to all types of NTN UE release 17 and forward supporting satellite access.
8.2.1.2.2.1.1_1.3	Test Description
8.2.1.2.2.1.1_1.3.1	Initial Conditions
<< Several sections skipped>>
[bookmark: _Toc27479747][bookmark: _Toc36058946][bookmark: _Toc44067880][bookmark: _Toc52716807][bookmark: _Toc58239459][bookmark: _Toc68247050][bookmark: _Toc75790367]Annex G (normative):
Statistical Testing
[bookmark: _Toc27479748][bookmark: _Toc36058947][bookmark: _Toc44067881][bookmark: _Toc52716808][bookmark: _Toc58239460][bookmark: _Toc68247051][bookmark: _Toc75790368]G.1	Statistical testing of Performance Requirements with throughput
[bookmark: _Toc27479749][bookmark: _Toc36058948][bookmark: _Toc44067882][bookmark: _Toc52716809][bookmark: _Toc58239461][bookmark: _Toc68247052][bookmark: _Toc75790369]G.1.1	General
The test of receiver performance characteristics is twofold.
1.	A signal or a combination of signals is offered to the RX port(s) of the receiver.
2.	The ability of the receiver to demodulate /decode this signal is verified by measuring the throughput.
In (2) is the statistical aspect of the test and is treated here.
The minimum requirement for most receiver performance tests is either 70 % or 30 % of the maximum throughput.
All receiver performance tests are performed in fading conditions. In addition to the statistical considerations, this requires the definition of a minimum test time.
[bookmark: _Toc27479750][bookmark: _Toc36058949][bookmark: _Toc44067883][bookmark: _Toc52716810][bookmark: _Toc58239462][bookmark: _Toc68247053][bookmark: _Toc75790370]G.1.2	Mapping throughput to error ratio
a)	The measured information bit throughput R is defined as the sum (in kilobits) of the information bit payloads successfully received during the test interval, divided by the duration of the test interval (in seconds).
b)	In measurement practice the UE indicates successfully received information bit payload by signalling an  to the SS.
If payload is received, but damaged and cannot be decoded, the UE signals a NACK.
c)	Only the  and NACK signals, not the data bits received, are accessible to the SS.
The number of bits is known in the SS from knowledge of what payload was sent.
d)	For the reference measurement channel, applied for testing, the number of bits is different in different slots, however in a radio frame it is fixed during one test.
e)	The time in the measurement interval is composed of successfully received slots (), unsuccessfully received slots (NACK) and no reception at all (DTX-slots).
f)	DTX-slots may occur regularly according the applicable reference measurement channel (regDTX).
In real live networks this is the time when other UEs are served. In TDD these are the UL and special slots.
regDTX vary from test to test but are fixed within the test.
g)	Additional DTX-slots occur statistically when the UE is not responding ACK or NACK where it should. (statDTX)
This may happen when the UE was not expecting data or decided that the data were not intended for it.
The pass / fail decision is done by observing the:
-	number of NACKs
-	number of ACKs and
-	number of statDTXs (regDTX is implicitly known to the SS)
The ratio (NACK + statDTX)/(NACK+ statDTX + )is the Error Ratio (ER). Taking into account the time consumed by the , NACK, and DTX-TTIs (regular and statistical), ER can be mapped unambiguously to throughput for any single reference measurement channel test.
[bookmark: _Toc27479751][bookmark: _Toc36058950][bookmark: _Toc44067884][bookmark: _Toc52716811][bookmark: _Toc58239463][bookmark: _Toc68247054][bookmark: _Toc75790371]G.1.3	Design of the test
The test is defined by the following design principles (see clause G.2, Theory):
1.	The standard concept is applied. (not the early decision concept)
2.	A second limit is introduced: The second limit is different, whether 30 % or 70 % throughput is tested.
3.	To decide the test pass:
Supplier risk is applied based on the Bad DUT quality
To decide the test fail:
Customer Risk is applied based on the specified DUT quality
The test is defined by the following parameters:
1a) Limit Error Ratio = 0.3 (in case 70 % Throughput is tested) or
1b) Limit Throughput = 0.3 (in case 30 % Throughput is tested) or
1c) Limit Error Ratio = 0.01 (in case 1% BLER is tested)
2a) Bad DUT factor M=1.378 (selectivity)
2b) Bad DUT factor m=0.692 (selectivity)
2c) Bad DUT facor M=1.5 (selectivity)
justification see: TS 34.121 Clause F.6.3.3
3) Confidence level CL = 95 % (for specified DUT and Bad DUT-quality)
[bookmark: _Toc27479752][bookmark: _Toc36058951][bookmark: _Toc44067885][bookmark: _Toc52716812][bookmark: _Toc58239464][bookmark: _Toc68247055][bookmark: _Toc75790372]G.1.4	Pass Fail limit
Testing Throughput = 30 %, then the test limit is
Number of successes (ACK) / number of samples ≥ 59 / 233 
Testing Throughput = 70 % then the test limit is
Number of fails (NACK and statDTX) / number of samples ≤ 66 / 184 
Testing BLER = 1% then the test limit is
Number of fails (NACK and statDTX) / number of samples ≤ 163 / 13135
There are 3 distinct cases:
a)	The duration for the number of samples (233, 184 or 13135) is greater than the minimum test time:
Then the number of samples (233, 184 or 13135) is predefined and the decision is done according to the number of events (59 successes, 66 fails or 163 fails)
b)	Since subframe 0 and 5 contain less bits than the remaining subframes, it is allowed to predefine a number of samples contained in an integer number of frames. In this case test-limit-ratio applies.
c)	The minimum test time is greater than the duration for the number of samples:
The minimum test time is predefined and the decision is done comparing the measured ratio at that instant against the test-limit-ratio.
NOTE:	The test time for most of the tests is governed by the Minimum Test Time.
[bookmark: _Toc27479753][bookmark: _Toc36058952][bookmark: _Toc44067886][bookmark: _Toc52716813][bookmark: _Toc58239465][bookmark: _Toc68247056][bookmark: _Toc75790373]G.1.5	Minimum Test time
If a pass fail decision in clause G.1.4 can be achieved earlier than the minimum test time, then the test shall not be decided, but continued until the minimum test time is elapsed.
The tables below contain the minimum number of slots for FDD and TDD.
By simulations the minimum number of active subframes (carrying DL payload) was derived (MNAS), then adding inactive subframes to the active ones. (for TDD additional subframes contain no DL payload), then rounding up to full thousand.
Simulation method to derive minimum test time:
With a level, corresponding a throughput at the test limit (here 30 % or 70 % of the max. throughput) the preliminary throughput versus time converges towards the final throughput. The allowance of ± 2% throughput variation around the above mentioned level is predefined by RAN5 to find the minimum test time. The allowance of ± 2% maps through the function "final throughput versus level" into a throughput corridor. The minimum test time is achieved when the preliminary throughput escapes the corridor the last time. The two functions "final throughput versus level" and "preliminary throughput versus time" are simulation results, which are done individual for each demodulation scenario. 
In the case where the throughput does not converge across all the seeds used in the simulation within a reasonable time duration, then the throughput corridor is expanded to +/- 3.5% of the target throughput to see if the all the seeds converge. In order to account for the additional throughput variation, a SNR uncertainty due to finite test time term is added to the overall MU calculation.
The entire procedure is summarized as below.
G.1.5.0_1	Minimum Test Time procedure for PDSCH scenarios with 30% or 70% Throughput requirement
1.	Run the PDSCH simulations for an extended period of time at the SNR of interest for multiple seeds.
2.	The minimum test time is determined by the time it took the throughput curve to settle within +/- 2% of the target throughput value across all seeds. 
3. 	If the throughput does not settle within the +/- 2% throughput limit within a reasonable amount of time for any seed, expand the threshold to +/- 3.5% of the target throughput value.
4.	To account for the additional 1.5% throughput variation, determine from the Throughput vs SNR curve, what is the SNR delta corresponding to this 1.5 % throughput increase.
5.	That SNR value is the added SNR uncertainty due to finite test time.

G.1.5.0_2	Minimum Test Time procedure for PDSCH and PDCCH scenarios with 1% BLER requirement

1. Run the PDSCH simulations for an extended period of time at the SNR of interest for multiple seeds.
2. The minimum test time is determined by the time it took the residual BLER curve to converge within +/- 10% of the target 1% residual BLER (i.e within 0.9% and 1.1% BLER) across all seeds. 
3. If the residual BLER does not converge within the +/- 10% of the 1% target limit within a reasonable amount of time for any seed, increase SNR in steps of 0.1 dB and rerun the simulations within the same target BLER limit.
4. The additional delta SNR required to meet the residual BLER convergence limit is the added SNR uncertainty due to finite test time.
5. This SNR uncertainty due to finite test time would be one of the MU term in the overall MU calculation


Figure G.1.5-1: Simulation method to derive minimum test time

Table G.1.5-1: Minimum Test time for PDSCH demodulation
	Test number
	Reference Channel
	Propagation condition
	Minimum number of active subframes (MNAS)
	MNAS to MNS Scaling factor (Note 3)
	Minimum Number of Subframes
(MNS) after rounding up to nearest thousand

MNS=

	1-1
	R.PDSCH.1-1.1 FDD
	NTN-TDLA100-200
	 FFS (Note 1)
	1.0526
	FFS

	1-2
	R.PDSCH.1-2.1 FDD
	NTN-TDLC5-200
	 FFS (Note 1)
	1.0526
	FFS

	1-3
	R.PDSCH.1-1.1 FDD
	NTN-TDLC5-200
	FFS (Note 1)
	1.0526
	FFS

	1-4
	R.PDSCH.1-1.1 FDD
	NTN-TDLA100-200
	FFS (Note 1)
	1.0526
	FFS

	Note 1:	MNAS determined by simulations.
Note 2:	For cases where MNAS is not determined by simulations, use same MNAS as the similar case simulated (same doppler speed)
Note 3:	MNS/MNAS ratio decided by scheduling pattern and is ratio of all slots to DL slots.



[bookmark: _Toc27479754][bookmark: _Toc36058953][bookmark: _Toc44067887][bookmark: _Toc52716814][bookmark: _Toc58239466][bookmark: _Toc68247057][bookmark: _Toc75790374]G.2	Theory to derive the numbers for statistical testing (informative)
Editor's note:	This clause of the Annex G is for information only and it described the background theory and information for statistical testing.
[bookmark: _Toc27479755][bookmark: _Toc36058954][bookmark: _Toc44067888][bookmark: _Toc52716815][bookmark: _Toc58239467][bookmark: _Toc68247058][bookmark: _Toc75790375]G.2.1	Error Ratio (ER)
The Error Ratio (ER) is defined as the ratio of number of errors (ne) to all results, number of samples (ns).
(1-ER is the success ratio).
[bookmark: _Toc27479756][bookmark: _Toc36058955][bookmark: _Toc44067889][bookmark: _Toc52716816][bookmark: _Toc58239468][bookmark: _Toc68247059][bookmark: _Toc75790376]G.2.2	Test Design
A statistical test is characterized by:
Test-time, Selectivity and Confidence level.
[bookmark: _Toc27479757][bookmark: _Toc36058956][bookmark: _Toc44067890][bookmark: _Toc52716817][bookmark: _Toc58239469][bookmark: _Toc68247060][bookmark: _Toc75790377]G.2.3	Confidence level
The outcome of a statistical test is a decision. This decision may be correct or in-correct. The Confidence Level CL describes the probability that the decision is a correct one. The complement is the wrong decision probability (risk) D = 1-CL.
[bookmark: _Toc27479758][bookmark: _Toc36058957][bookmark: _Toc44067891][bookmark: _Toc52716818][bookmark: _Toc58239470][bookmark: _Toc68247061][bookmark: _Toc75790378]G.2.4	Introduction: Supplier Risk versus Customer Risk
There are two targets of decision:
(a)	A measurement on the pass-limit shows, that the DUT has the specified quality or is better with probability CL (CL e.g.95 %). This shall lead to a "pass decision".
	The pass-limit is on the good side of the specified DUT-quality. A more stringent CL (CL e.g.99 %) shifts the pass-limit farer into the good direction. Given the quality of the DUTs is distributed, a greater CL passes less and better DUTs.
	A measurement on the bad side of the pass-limit is simply "not pass" (undecided or artificial fail).
(aa)	Complementary:
	A measurement on the fail-limit shows, that the DUT is worse than the specified quality with probability CL.
	The fail-limit is on the bad side of the specified DUT-quality. A more stringent CL shifts the fail-limit farer into the bad direction. Given the quality of the DUTs is distributed, a greater CL fails less and worse DUTs.
	A measurement on the good side of the fail-limit is simply "not fail".
(b)	A DUT, known to have the specified quality, shall be measured and decided pass with probability CL. This leads to the test limit.
	For CL e.g. 95 %, the test limit is on the bad side of the specified DUT-quality. CL e.g.99 % shifts the pass-limit farer into the bad direction. Given the DUT-quality is distributed, a greater CL passes more and worse DUTs.
(bb)	A DUT, known to be an (ε0) beyond the specified quality, shall be measured and decided fail with probability CL.
	For CL e.g.95 %, the test limit is on the good side of the specified DUT-quality.
NOTE 1:	The different sense for CL in (a), (aa) versus (b), (bb).
NOTE 2:	For constant CL in all 4 bullets (a) is equivalent to (bb) and (aa) is equivalent to (b).
[bookmark: _Toc27479759][bookmark: _Toc36058958][bookmark: _Toc44067892][bookmark: _Toc52716819][bookmark: _Toc58239471][bookmark: _Toc68247062][bookmark: _Toc75790379]G.2.5	Supplier Risk versus Customer Risk
The table below summarizes the different targets of decision.
Table G.2.5-1: Equivalent statements
	
	Equivalent statements, using different cause-to-effect-directions,
 and assuming CL = constant >1/2

	cause-to-effect-directions
	Known measurement result  estimation of the DUT's quality
	Known DUT's quality  estimation of the measurement's outcome

	Supplier Risk
	A measurement on the pass-limit shows, that the DUT has the specified quality or is better (a)
	A DUT, known to have an (ε0) beyond the specified DUT-quality, shall be measured and decided fail (bb)

	Customer Risk
	A measurement on the fail-limit shall shows, that the DUT is worse than the specified quality (aa)
	A DUT, known to have the specified quality, shall be measured and decided pass (b)



The shaded area shown the direct interpretation of Supplier Risk and Customer Risk.
The same statements can be based on other DUT-quality-definitions.
[bookmark: _Toc27479760][bookmark: _Toc36058959][bookmark: _Toc44067893][bookmark: _Toc52716820][bookmark: _Toc58239472][bookmark: _Toc68247063][bookmark: _Toc75790380]G.2.6	Introduction: Standard test versus early decision concept
In standard statistical tests, a certain number of results (ns) is predefined in advance to the test. After ns results the number of bad results (ne) is counted and the error ratio (ER) is calculated by ne/ns.
Applying statistical theory, a decision limit can be designed, against which the calculated ER is compared to derive the decision. Such a limit is one decision point and is characterized by:
-	D: the wrong decision probability (a predefined parameter)
-	ns: the number of results (a fixed predefined parameter)
-	ne: the number of bad results (the limit based on just ns)
In the formula for the limit, D and ns can be understood as variable parameter and variable. However the standard test execution requires fixed ns and D. The property of such a test is: It discriminates between two states only, depending on the test design:
-	pass (with CL) / undecided           (undecided in the sense: finally undecided)
-	fail (with CL) / undecided            (undecided in the sense: finally undecided)
-	pass(with CL)  / fail (with CL)     (however against two limits).
In contrast to the standard statistical tests, the early decision concept predefines a set of (ne,ns) co-ordinates, representing the limit-curve for decision. After each result a preliminary ER is calculated and compared against the limit-curve. After each result one may make the decision or not (undecided for later decision). The parameters and variables in the limit-curve for the early decision concept have a similar but not equal meaning:
-	D: the wrong decision probability (a predefined parameter)
-	ns: the number of results (a variable parameter)
-	ne: the number of bad results (the limit. It varies together with ns)
To avoid a "final undecided" in the standard test, a second limit shall be introduced and the single decision co-ordinate (ne,ns) needs a high ne, leading to a fixed (high) test time. In the early decision concept, having the same selectivity and the same confidence level an "undecided" need not to be avoided, as it can be decided later. A perfect DUT will hit the decision coordinate (ne,ns) with ne=0. This test time is short.
[bookmark: _Toc27479761][bookmark: _Toc36058960][bookmark: _Toc44067894][bookmark: _Toc52716821][bookmark: _Toc58239473][bookmark: _Toc68247064][bookmark: _Toc75790381]G.2.7	Standard test versus early decision concept
For Supplier Risk:
The wrong decision probability D in the standard test is the probability, to decide a DUT in-correct in the single decision point. In the early decision concept there is a probability of in-correct decisions d at each point of the limit-curve. The sum of all those wrong decision probabilities accumulate to D. Hence d<D.
For Customer Risk:
The correct decision probability CL in the standard test is the probability, to decide a DUT correct in the single decision point. In the early decision concept there is a probability of correct decisions cl at each point of the limit-curve. The sum of all those correct decision probabilities accumulate to CL. Hence cl<CL or d>D.
[bookmark: _Toc27479762][bookmark: _Toc36058961][bookmark: _Toc44067895][bookmark: _Toc52716822][bookmark: _Toc58239474][bookmark: _Toc68247065][bookmark: _Toc75790382]G.2.8	Selectivity
There is no statistical test which can discriminate between a limit DUT and a DUT which is an (ε0) apart from the limit in finite time and high confidence level CL. Either the test discriminates against one limit with the results pass (with CL)/undecided or fail (with CL)/undecided, or the test ends in a result pass (with CL)/fail (with CL) but this requires a second limit.
For CL>1/2, a (measurement-result = specified-DUT-quality), generates undecided in test "supplier risk against pass limit" (a, from above) and also in the test "customer risk against the fail limit " (aa)
For CL>1/2, a DUT, known to be on the limit, will be decided pass for the test "customer risk against pass limit" (b) and also "supplier risk against fail limit" (bb).
This overlap or undecided area is not a fault or a contradiction, however it can be avoided by introducing a Bad or a Good DUT quality according to:
-	Bad DUT quality: specified DUT-quality * M (M>1)
-	Good DUT quality: specified DUT-quality * m (m<1)
Using e.g. M>1 and CL=95  % the test for different DUT qualities yield different pass probabilities:


Figure G.2.8-1: Pass probability versus DUT quality

[bookmark: _Toc27479763][bookmark: _Toc36058962][bookmark: _Toc44067896][bookmark: _Toc52716823][bookmark: _Toc58239475][bookmark: _Toc68247066][bookmark: _Toc75790383]G.2.9	Design of the test
The receiver characteristic test are defined by the following design principles:
1.	The early decision concept is applied.
2.	A second limit is introduced: Bad DUT factor M>1
3.	To decide the test pass:
	Supplier risk is applied based on the Bad DUT quality
	To decide the test fail
	Customer Risk is applied based on the specified DUT quality
The receiver characteristic test are defined by the following parameters:
1.	Limit ER = 0.05
2.	Bad DUT factor M=1.5 (selectivity)
3.	Confidence level CL = 95 % (for specified DUT and Bad DUT-quality)
This has the following consequences:
1.	A measurement on the fail limit is connected with 2 equivalent statements:
	A measurement on the fail-limit shows, that the DUT is worse than the specified DUT-quality
	A DUT, known have the specified quality, shall be measured and decided pass



2.	A measurement on the pass limit is connected with the complementary statements:
	A measurement on the pass limit shows, that the DUT is better than the Bad DUT-quality.
	A DUT, known to have the Bad DUT quality, shall be measured and decided fail



	The left column is used to decide the measurement.
	The right column is used to verify the design of the test by simulation.
	The simulation is based on the two fulcrums A and B only in Figure G.2.8-1
3.	Test time
	The minimum and maximum test time is fixed.
	The average test time is a function of the DUT's quality.
	The individual test time is not predictable.
4.	The number of decision co-ordinates (ne,ns) in the early decision concept is responsible for the selectivity of the test and the maximum test time. Having fixed the number of decision co-ordinates there is still freedom to select the individual decision co-ordinates in many combinations, all leading to the same confidence level.
[bookmark: _Toc27479764][bookmark: _Toc36058963][bookmark: _Toc44067897][bookmark: _Toc52716824][bookmark: _Toc58239476][bookmark: _Toc68247067][bookmark: _Toc75790384]G.2.10	Simulation to derive the pass fail limits 
There is freedom to design the decision co-ordinates (ne,ns).
The binomial distribution and its inverse is used to design the pass and fail limits. Note that this method is not unique and that other methods exist.


Where
-	fail(..) is the error ratio for the fail limit
-	pass(..) is the error ratio for the pass limit
-	ER is the specified error ratio 0.05
-	ne is the number of bad results. This is the variable in both equations
-	M is the Bad DUT factor M=1.5
-	df is the wrong decision probability of a single (ne,ns) co-ordinate for the fail limit. 
	It is found by simulation to be df = 0.004
-	clp is the confidence level of a single (ne,ns) co-ordinate for the pass limit.
It is found by simulation to be clp = 0.9975
-	qnbinom(..): The inverse cumulative function of the negative binomial distribution
The simulation works as follows:
-	A large population of limit DUTs with true ER = 0.05 is decided against the pass and fail limits.
-	clp    and df are tuned such that CL (95 %) of the population passes and D (5 %) of the population fails.
-	A population of Bad DUTs with true ER = M*0.05 is decided against the same pass and fail limits.
-	clp    and df are tuned such that CL (95 %) of the population fails and D (5 %) of the population passes.
-	This procedure and the relationship to the measurement is justified in clause G.2.9. The number of DUTs decrease during the simulation, as the decided DUTs leave the population. That number decreases with an approximately exponential characteristics. After 169 bad results all DUTs of the population are decided.
NOTE:	The exponential decrease of the population is an optimal design goal for the decision co-ordinates (ne,ns), which can be achieved with other formulas or methods as well.
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