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1 Introduction
In this contribution, we will discuss about general aspects of AI testability and interoperability.
2 Discussion
2.1 Post deployment
	Issue 1-1: Post deployment testing options:
· Proposals
· Option 1: Add Option 3 (R4-240495 – vivo)
Option 3: Define the test to verify the performance validation together with model transfer/update 
· validation scheme can be designed by RAN1
· Option 2: Add Option 4 (R4-2405737 – Nokia)
Option 4: RAN4 to test the procedure when updated/new model/functionality stays inactive in the device before is has passed assessment/verification and can substitute currently active model/functionality.
· Option 3: include some mandatory fallback (e.g. to a “baseline” model or older model already tested/validate) as an option
· Option 4: As a further option relating to post deployment testing, consider the possibility of capturing model input during testing for later testing of new models: Capture model input during conformance testing for later testing of new models. (FFS the captured data needs to be held completely by the UE vendor) (Ericsson – R4-2405610)
· Option 5: others


Many options suggest to use monitoring to test model performance. However, from our understanding, it’s FFS whether performance monitoring can be used to test model performance. In 38.843, there are several options for performance monitoring.
	[bookmark: _Toc135002584][bookmark: _Toc149657185]7.1.1	Common framework
Items considered for studying the necessity, feasibility, potential specification impact: 

Performance monitoring
The following metrics/methods for AI/ML model monitoring in lifecycle management per use case are considered:
-	Monitoring based on inference accuracy, including metrics related to intermediate KPIs
-	Monitoring based on system performance, including metrics related to system performance KPIs
-	Other monitoring solutions, at least the following 2 options.
-	Monitoring based on data distribution
-	Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or SNR, delay spread, etc.
-	Output-based: e.g., drift detection of output data
-	Monitoring based on applicable condition
Note:	Monitoring metric calculation may be done at NW or UE


It can mainly be classified into several types:
· Based on accuracy
· Based on system performance
· Based on data distribution
· Based on applicable condition
If monitoring is based on inference accuracy, when the accuracy is good, it may be possible to verify the model performance. However, if the accuracy is bad, it’s hard to say whether the model performance is good or poor. For example, the degradation may be due to the scenario mismatch. The model performance may still be good in other scenario just because it isn’t suitable for current scenario. The definition of model performance needs to be clarified first. From our understanding, model performance is verified under specific scenarios. If one model performs well for one scenario but performs poor in another scenario, we can’t say the model performance is poor. We can just say the model is not fit for current scenario. If that this the case, model monitoring can’t fully verify model performance. Model performance validation is the pre-requisite for model monitoring. If there are several models applied for different scenarios respectively, model performance under each scenarios needs to be guaranteed firstly. Then during model monitoring, when the performance degrades, we can know the degradation is caused by scenario mismatch.
If monitoring is based on system performance, when the throughput is high, model performance can be verified. However, if throughput degrades, the degradation may be caused by other reason and not caused by model performance, e.g. SNR decrease.
If monitoring is based on data distribution, the metric is quite different from performance validation. In this case, monitoring can’t be used for model performance validation.
In summary:
· If model monitoring is based on inference accuracy or system performance, the model performance can be partially verified:
· if accuracy or system performance is good, can verify model performance is good.
· if accuracy or system performance is bad, can only verify current model doesn’t work well for current scenario, but it can’t verify current model can’t work well for other scenario.
· If model monitoring is based on data distribution or applicable condition, the model performance can’t be verified.
Observation: It’s FFS whether model monitoring can be used for model performance test. There are several possible options for performance monitoring. RAN4 needs more input from other WGs. 
Proposal: It’s FFS whether model monitoring can be used for post deployment performance test. RAN4 needs more input from other WGs. 
3 Conclusion
In this contribution, we provide the following proposals:
Observation: It’s FFS whether model monitoring can be used for model performance test. There are several possible options for performance monitoring. RAN4 needs more input from other WGs. 
Proposal: It’s FFS whether model monitoring can be used for post-deployment performance test. RAN4 needs more input from other WGs. 
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