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1	Introduction
Rel-19 Mobility WI has been agreed in [1] with the following objectives for inter-CU LTM.
· Specify support for inter-CU Layer1/Layer 2 Triggered Mobility (LTM) [RAN2, RAN3]
· Prioritize the case when CU is acting as MN when DC is not configured
· As secondary priority, support the case when NR-DC is configured and CU is acting as SN and MCG is unchanged
· As secondary priority, support the case when NR-DC is configured, CU is acting as MN and SCG is unchanged or SCG is released
· Note: The case that LTM is configured in both MCG and SCG is excluded 
· Specify support for subsequent LTM mobility procedures aiming to avoid RRC configuration between cell switches as per Rel-18 LTM
· Coordination with SA3 needed with respect to security key handling 
· Note: Rel. 18 intra-CU LTM procedure is considered as baseline for adding inter-CU support
Given the substantial impact of network signalings, it is important to identify the primary principles in high-level design.

2	Discussion
There are several phases for LTM as being depicted in Rel-18, i.e., LTM preparation, Early synchronization, LTM execution. In this contribution, we focus on the case that the CU is acting as MN without configured DC as a starting point.
 
2.1	LTM Preparation
It is essential to figure out how to configure LTM between the source NG-RAN node and the target NG-RAN node. The involved nodes are different compared to the intra-CU case, while the gNB-CU makes the decision of LTM configuration based on L3 measurement report from the UE. 
In inter-CU LTM scenarios, similar to legacy mobility procedures, the source node initiates the request to the target node, after which the target node decides to prepare for LTM configuration.
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Figure 1. Example signaling flows for Inter-CU LTM Configuration

The main issue is whether to configure LTM candidate cells individually for each cell, like the existing handling for mobility. The following options are given:
· The configuration procedure is triggered per cell; That is aligned with the cell specific information provided in the handover messages.
· The configuration procedure is per node basis; That means the procedure will include a list of candidates cells within the same target NG-RAN node.

[bookmark: _Toc166221903]The granularity of network signaling during the inter-CU LTM configuration phase needs to be evaluated.

Legacy discussions have taken place regarding other topics, and currently, the approach remains focused on a per-cell basis. Though, CHO is intended to improve mobility robustness and is most beneficial in specific deployment scenario, e.g. along railway or for high speed UEs. And since CHO is UE initiated mobility thus network resources for candidate cells need to be preserved, it is expected that normally only one candidate cell should be configured. In the railway scenario, only one candidate cell is required. But for LTM the purpose is different and therefore the number of LTM candidate cells would be more than one cell in almost all the deployment scenarios. This implies a different approach for LTM is required to avoid unnecessary signalling load.     
Regarding LTM, we suggest the group taking a step forward towards a node-based solution. A key reason to consider configuring multiple cells in one procedure is to reduce signaling overload. When a single candidate gNB-CU is connected to an order of magnitude of gNB-DUs, handling a large volume of signaling over the Xn interface becomes a major challenge. 
Accordingly, three possible options should be considered when go to details for signaling design.
· Option 1: Enhance the existing handover procedure to include single cell in each message.
· Option 2: Enhance the existing handover procedure to include a list of candidate cells within one NG-RAN node.
· Option 3: Introduce a new procedure for LTM configuration purpose, which includes a list of candidate cells per node.

Before selecting any option, it's important to establish the high-level principle. The most efficient approach could be using a procedure that configures multiple cells within one candidate gNB in a UE associated signaling, serving as a solid foundation for Rel-19.
[bookmark: _Toc166221908]Agree to use a procedure that handles multiple candidate cells for inter-CU LTM configuration.

2.2	Early Synchronization
Prior to executing LTM, the network may prompt the UE to perform uplink and downlink pre-synchronization, also referred to as early UL/DL sync, with one or more candidate cells for LTM. This would reduce mobility interruption time during cell changes.
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Figure 2. Early UL/DL pre-sync

To facilitate downlink pre-synchronization for inter-CU LTM, the serving gNB needs to receive the TCI states configuration from the candidate gNB(s). As for uplink pre-synchronization, the primary steps involve obtaining the UE's preamble index and then acquiring the Timing Advance (TA) value to avoid random access during the cell switch. Consequently, the signaling design should take at least the following goals into account to support early synchronization.
· RACH configurations retrieval
· TCI states configuration transferring
· Preamble index allocation
· TA information transferring

RACH configuration:
To enable early uplink synchronization, RACH configurations are necessary for inter-CU LTM. This information, like in intra-CU LTM, can be obtained during the preparation phase.
[bookmark: _Toc166221904]Current Rel-18 intra-CU design for configuration of UL pre-sync can be reused for inter-CU LTM.
[bookmark: _Toc166221909]RACH configuration is obtained during the LTM configuration phase, for example, within the existing handover procedure, to support UL pre-sync.

TCI states configuration:
A simple approach involves adopting the intra-CU design, wherein the configuration of transferring TCI states for DL pre-sync occurs concurrently with the LTM configuration request procedure.
[bookmark: _Toc166221905]Current Rel-18 intra-CU design for DL pre-sync can be reused for inter-CU LTM.
[bookmark: _Toc166221910]For specific UE, the TCI states configuration is obtained in the LTM configuration phase for DL pre-sync.

Preamble index allocation:
In Release 18 intra-CU LTM, the allocation of preamble indexes takes place during the UE Context Setup and UE Context Modification procedures, while the pool of preamble indexes is actually shared by multiple UEs. These indexes are provided in a list format on a per-cell basis within the Early UL Sync Configuration information. However, shortly after such allocation happens across the gNBs, the preamble index becomes depleted rapidly. It's preferable to have a more feasible way for requesting a preamble index for the UE to avoid scalability issue considering the preamble index limits to 64 values. 
When there is a trigger in the entity in the source DU serving the UE to perform an uplink synchronisation measurement one preamble, from a pool of NP preambles is allocated specifically for this UE. The random variable T describes the time a preamble is allocated. If there is no preamble available in the pool, the DU considers this a failure. Further details of the model and an example is provided in Appendix A where the following observation is made:
[bookmark: _Toc166221906]The number of preambles needed for uplink synchronization scales poorly with the number of preamble pools.
Therefore, triggering preamble index allocation based on a request per UE is necessary.
[bookmark: _Toc166221907]The existing design of preamble index allocation in Release 18 for intra-CU case would lead to scalability issues.
[bookmark: _Toc166221911]Preamble index needs to be allocated upon a request from the source node as per UE basis in the new signalings.

TA information transfer:
F1AP introduces two new procedures for transferring a list of Timing Advance (TA) values along with the allocated preamble index.  However, TA value is time critical for the early UL sync when required. Thus, a UE based signaling should be considered when the value is transferred over Xn.

[bookmark: _Toc166221912]The TA values should be transferred in the UE associated signaling for the design of Xn interface.

2.3	LTM Execution
In Rel-18, the DU-CU/CU-DU Cell Switch Notification procedures are initiated as UE-associated signaling when a LTM cell change is triggered from the source cell to the UE. This same principle applies to inter-CU LTM scenarios.
[bookmark: _Toc166221913]The new procedure, i.e., Cell Switch Notification, for each UE over the Xn interface, following the same structure as intra-CU LTM. Details need further discussion.
3	Conclusion
In the previous sections we made the following observation: 
Observation 1	The granularity of network signaling during the inter-CU LTM configuration phase needs to be evaluated.
Observation 2	Current Rel-18 intra-CU design for configuration of UL pre-sync can be reused for inter-CU LTM.
Observation 3	Current Rel-18 intra-CU design for DL pre-sync can be reused for inter-CU LTM.
Observation 4	The number of preambles needed for uplink synchronization scales poorly with the number of preamble pools.
Observation 5	The existing design of preamble index allocation in Release 18 for intra-CU case would lead to scalability issues.

In this paper we propose:
Proposal 1:	Agree to use a procedure that handles multiple candidate cells for inter-CU LTM configuration.
Proposal 2:	RACH configuration is obtained during the LTM configuration phase, for example, within the existing handover procedure, to support UL pre-sync.
Proposal 3:	For specific UE, the TCI states configuration is obtained in the LTM configuration phase for DL pre-sync.
Proposal 4:	Preamble index needs to be allocated upon a request from the source node as per UE basis in the new signalings.
Proposal 5:	The TA values should be transferred in the UE associated signaling for the design of Xn interface.
Proposal 6:	The new procedure, i.e., Cell Switch Notification, for each UE over the Xn interface, following the same structure as intra-CU LTM. Details need further discussion.
[bookmark: _In-sequence_SDU_delivery]
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[bookmark: _Ref165900938]Appendix A
The model is a M/G/k loss system where customers arrive to a system consisting of k identical servers according to a Poisson process with a rate λ. If at least one server is available the customer enters the system, otherwise the customer is lost to the system. The service time in a server follows some distribution G. This model is known as Erlang’s loss formula [4].
The purpose here is to make some estimates comparing the difference when using one large common pool of preambles in the candidate cell compared to allocating a set of preambles per DU. In the former case the preambles are retrieved one by one using UE associated signalling over Xn and in the latter case the preamble is retrieved internally the DU. The metric used for capacity is the number of UEs which can be served while the probability that all preambles are in use (corresponding to no available server) is smaller than some requirement.
Model:
· Service time T: Random variable with distribution G describing the time a preamble is allocated:
· Mean service time E[T] = 0.02s
· Five different requirements analysed for maximum allowed probability that all preambles are busy: 10-2 , 10-3, 10-4 , 10-5


[image: ]
[bookmark: _Ref165897828]Figure 3: The y-axis shows the maximum number of requests per second, for a pool of the size shown on the x-axis, given different requirements 10-2, 10-3, 10-4 and 10-5. The average time a preamble is allocated is 0.02s.
From Figure 2 we see that at least two preambles are required to meet the requirement that the probability for all preambles being busy at 10-2 and 10-3. For the requirements 10-4 and 10-5 at least three preambles are required. In this example, we assume that we need to design for a capacity of 100 uplink synchronizations per second with the requirement 10-4. Comparing the cases that we use one large pool, which would be located in the candidate DU, and three small pools, which each is located in a DU which can be a serving DU performing mobility to the candidate cell, we get the following results: 
· One large pool: 10 preambles because max capacity is 113 requests/s) when the requirement is 10-4.
· Three small pools: 6 preambles per pool because 6 preambles correspond to max capacity 36 requests/s when the requirement is 10-4.

We note that one pool with 10 preambles have a similar capacity as 3 pools with 6 preambles each i.e. 10 preambles vs 18 preambles. However, keeping the pool in the candidate DU may be faster since no signalling over Xn is required. If we assume that pooling in the candidate DU gives twice the expected time (0.04s) compared to pooling in the serving DU the result becomes according to Figure 3.
[image: ]
[bookmark: _Ref165900558]Figure 4: Max capacity when the service time is increased from 0.02s to 0.04s.
To fulfil the capacity requirement 100 requests/s while the probability is less than 10-4, 14 preambles are required compared to 10 for the service time 0.02s.  This time penalty does however still result in better capacity compared to three smaller pools since 14 is smaller than 18. 
Observation: The number of preambles needed for uplink synchronization scales poorly with the number of preamble pools.
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