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***************************** CHANGE STARTS *****************************
[bookmark: _Toc162258900]5.1	Mobility optimization for NR-DC
Editor Note: Capture the description and its potential standard impacts.
NR Dual Connectivity (DC) in 5G is a technology that allows a device, such as a smartphone or any other user equipment (UE), to be simultaneously connected to two different NG-RAN nodes, namely a Master Node (MN) and a Secondary Node (SN). The primary goal of NR-DC is to enhance network capacity by leveraging the bandwidth from two NG-RAN node, improve the coverage as user could be connected to a macro cell and a small cell at the same time, and strengthen the overall user experience (higher throughput, low latency, low packet loss rate).
However, in the real NR-DC deployment the following challenges are identified especially considering the UE’s mobility:
- Complexity and Energy Consumption: serving the UE with two connections will require close coordination between MN and SN, which will increase the complexity in network management as well as the energy consumption. In some cases, the benefits of employing NR-DC may not justify the effort, especially if the UE exhibits low traffic volume in both uplink (UL) and downlink (DL) and does not have stringent Quality of Service (QoS) requirements.
- Traffic Steering between MN and SN: Establishing NR-DC to serve a UE necessitates a decision from the MN on how to distribute UL/DL traffic between itself and the SN. This distribution must be informed by a thorough understanding of the current resource status of the SN and the anticipated UE traffic load, ensuring efficient utilization of network resources.
- Service Continuity: In a typical NR-DC configuration, the MN might connect the UE through a macro cell, whereas the SN might use a micro cell. As the UE moves, it may transition between different SNs. The procedure for changing SNs can be initiated by either the MN or SN. However, to maintain optimal service continuity for the UE, the decision to switch SNs must be carefully optimized. This involves not just a seamless transition but also a comprehensive evaluation of the network conditions and the UE's requirements to ensure uninterrupted and high-quality service.
To address the complexities and challenges inherent in NR-DC operations, the deployment of AI/ML-based models presents a promising avenue. ML algorithms can analyze patterns of network usage and UE mobility to anticipate periods of high demand or potential congestion, allowing the network to preemptively adjust resources and optimize traffic distribution between the MN and SN. Furthermore, ML models can facilitate smarter decision-making regarding when and how to engage dual connectivity, thereby minimizing unnecessary energy consumption and extending the battery life of user devices.
In Rel19, the scenario of MN initiated SN addition and MN initiated SN change are considered.
[bookmark: _Toc97840239][bookmark: _Toc99489551][bookmark: _Toc100153156][bookmark: _Toc100154287][bookmark: _Toc100154496][bookmark: _Toc100155003]5.1.1	Solutions and standard impacts
[bookmark: _Toc97840240][bookmark: _Toc99489552][bookmark: _Toc100153157][bookmark: _Toc100154288][bookmark: _Toc100154497][bookmark: _Toc100155004]5.1.1.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based NR-DC operation:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the MN.
-	AI/ML Model Training and AI/ML Model Inference are both located in the MN.
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the CU of MN. 
-	AI/ML Model Training and Model Inference are both located in the CU of MN.
Note: MN is also allowed to continue model training based on AI/ML model trained in the OAM.

[bookmark: _Toc97840241][bookmark: _Toc99489553][bookmark: _Toc100153158][bookmark: _Toc100154289][bookmark: _Toc100154498][bookmark: _Toc100155005]5.1.1.2	AI/ML Model Training in OAM and AI/ML Model Inference in a NG-RAN node
[bookmark: _Hlk89677789]A high-level signalling flow for the AI/ML use case related to NR-DC operation with Model Training in OAM and Model Inference in NG-RAN is shown below, wherein the NG-RAN node 1 is MN and the NG-RAN node 2 is the target SN in the MN initiated SN addition/change scenario.


Figure 5.1.1-1. Model Training at OAM, Model Inference at NG-RAN
Step 0:  NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted resource status, etc.
Step 1: The NG-RAN node 1 configures the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
[bookmark: _Hlk95250184]Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE reports to NG-RAN node 1 requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 5: AI/ML Model Training is located at OAM. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.
Step 6: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node is allowed to continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 Rel-19 scope.
Step 7: The UE collects and reports to NG-RAN node 1 requested measurements or location information.
Step 8: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for NR-DC operation model inference.
Step 9: NG-RAN node 1 performs model inference and generate NR-DC operation related predictions or decisions. 
Step 10. The NG-RAN 1 sends the model performance feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 11: NG-RAN node 1 may take NR-DC operation actions and the UE is moved from NG-RAN node 1 to NG-RAN node 2.
Step12: NG-RAN node 1 and NG-RAN node 2 send feedback information to OAM.
[bookmark: _Toc97840242][bookmark: _Toc99489554][bookmark: _Toc100153159][bookmark: _Toc100154290][bookmark: _Toc100154499][bookmark: _Toc100155006]5.2.2.3	AI/ML Model Training and AI/ML Model Inference in a NG-RAN node
A high-level signalling flow for the AI/ML use case related to NR-DC operation with Model Training and Model Inference in a NG-RAN node is shown below, wherein the NG-RAN node 1 is MN and the NG-RAN node 2 is the target SN in the MN initiated SN addition/change scenario.



Figure 5.1.1-2. Model Training and Model Inference in a NG-RAN node 
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted resource status, etc.
Step 1: The NG-RAN node 1 configures UE to provide measurements and/or location information(e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of the serving cell and neighbouring cells. 
Step 3: The UE reports to NG-RAN node 1 the requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 4: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for NR-DC operation model training.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model. 
Step6: NG-RAN node 1 receives UE measurements and/or location information.
Step7: NG-RAN node 1 can receive from the neighbouring NG-RAN node 2 the input information for NR-DC operation model inference. 
Step 8: NG-RAN node 1 performs model inference and generate NR-DC related predictions or decisions.
Step 9: NG-RAN node 1 may take NR-DC operation actions and the UE is moved from NG-RAN node 1 to NG-RAN node 2.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1 (e.g., UE performance after SN addition or SN change, etc). 
[bookmark: _Toc97840243][bookmark: _Toc99489555][bookmark: _Toc100153160][bookmark: _Toc100154291][bookmark: _Toc100154500][bookmark: _Toc100155007]5.1.1.4	Input of AI/ML-based NR-DC operation
To predict the optimized NR-DC operation decisions, MN may need following information as input data for AI/ML-based NR-DC operation:
From the serving MN node: 
-	UE trajectory prediction (at cell level)
-	Measured/predicted resource status 
-	Measured/predicted UE Traffic (e.g., data volume)
-	Measured/Predicted Energy Cost
From the UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
-	UE Mobility History Information.
[bookmark: _Toc97840244][bookmark: _Toc99489556][bookmark: _Toc100153161][bookmark: _Toc100154292][bookmark: _Toc100154501][bookmark: _Toc100155008]From the associated SN nodes (can be source SN or target SN): 
-	UE’s history information from neighbour
-	Measured/predicted resource status
-	Measured Energy Cost
5.1.1.5	Output of AI/ML-based NR-DC operation
AI/ML-based NR-DC operation model in MN can generate following information as output:
[bookmark: _Toc97840245][bookmark: _Toc99489557][bookmark: _Toc100153162][bookmark: _Toc100154293][bookmark: _Toc100154502][bookmark: _Toc100155009]-	UE trajectory prediction (at cell level)
-	UE traffic load prediction
-	SN addition/change recommendation, including recommended candidate PSCells to add/change
-	Traffic steering recommendation, including steering the UE traffic between MN and SN
5.1.1.6	Feedback of AI/ML-based NR-DC operation
To optimize the performance of AI/ML-based NR-DC operation model in MN, following feedback can be considered to be collected from the target SN:
[bookmark: _Toc97840246][bookmark: _Toc99489558][bookmark: _Toc100153163][bookmark: _Toc100154294][bookmark: _Toc100154503][bookmark: _Toc100155010]-	UE performance (e.g., throughput, delay, packet loss rate after resource reallocation or after SN addition/change)
-	UE traffic load 
-	Resource status information updates from. 
5.1.1.7	Standard impact
For Xn interface, considering the node level resource status prediction has already been supported in Rel18 Data Collection Initiation/Report procedures, we see some possible impact on DC specific XnAP signaling. For example, the existing SN Addition or SN Change procedure may be enhanced to support:
· Sending the predicted UE traffic load and UE trajectory from MN to the target SN
· MN requesting the target SN to feedback the actual UE traffic load, UE trajectory and UE performance after the SN addition/change.
For E1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU-CP and CU-UP:
· Measured/Predicted UE Traffic Load from CU-UP to CU-CP
· UE performance related measurements from CU-UP to CU-CP
For F1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU and DU:
· UE performance related measurements from DU to CU

[bookmark: _Toc162258901]5.2	Split architecture support for Rel-18 use cases
Editor Note: Capture the description and its potential standard impacts.
The split architecture in 5G networks, where the network is divided into Distributed Units (DU) and Central Units (CU), and further into Control Plane (CU-CP) and User Plane (CU-UP) within the CU. This setup makes the network more adaptable. It allows for the network to be easily scaled up or down based on demand, making it easier to manage and adjust as needed.
5.2.1	Standard impact related to F1 interface
In the context of Rel18 use cases, AI/ML based network energy saving, load balancing, and mobility optimization, it is understood that the DU could supply the following data to the CU to enhance the CU's AI/ML training and inference processes:
· Energy Cost Measurement per DU
· This information enables the CU to assess the overall energy cost of the complete Node. Such data can serve as a critical input or feedback for AI/ML based Network Energy Saving strategies
· UE Performance Measurement
· By providing data on UE performance after handover, the DU allows the CU to gauge the effectiveness of these cell switches. This assessment is crucial for refining AI/ML-based Mobility Optimization efforts. 
While the DU does not engage in AI/ML training or inference operations directly, it can still leverage predictions made by the CU through its AI/ML models. These predictions can inform and enhance the operational strategies of the DU. For example, 

· Predicted Resource Status per Cell (e.g., predicted radio resource status, number of UEs)
· In Rel18, CU is capable of predicting the resource status per cell in the future. The prediction result can help DU to proactively handle possible congestion by adjusting its scheduling strategy. 
· Predicted UE trajectory
· In Rel18, CU is capable of predicting the future UE trajectory at cell level. In case of LTM prepared among CU and candidate DUs, the predicted UE trajectory can help the serving DU to optimize its LTM cell switch decision.

5.2.2	Standard impact related to E1 interface
Editor Note: To be updated according to the discussion related to UE traffic (e.g., data volume) prediction.
[bookmark: _Toc162258902]5.3	Energy saving enhancements
Editor Note: Capture the description and its potential standard impacts.
[bookmark: _Toc162258903]5.4	Continuous MDT collection targeting the same UE across RRC states
Editor Note: Capture the description and its potential standard impacts.
[bookmark: _Toc162258904]5.5	Multiple-hop UE trajectory across gNBs
Editor Note: Capture the description and its potential standard impacts.
In Rel18 AI/ML based mobility optimization discussion, NG-RAN node is capable of predicting UE trajectory in the future. In order to collect enough ground truth data for the NG-RAN node to train or monitor the AI/ML model, the source NG-RAN node may request the target NG-RAN node to measure and report the UE trajectory back to the source NG-RAN node after the handover operation. 
RAN3 understands that the single-hop UE trajectory collection approach supported in Rel18 can be extended to support the multiple-hop UE trajectory across gNBs with minimal standard impact. The detailed standard impact will be discussed in Rel19 normative phase. 

An exemplary procedure with high level signalling flow is given below.



Step 1: NG-RAN node 1 triggers a Data Collection Reporting Initiation procedure to configure NG-RAN node 2 being prepared to provide UE trajectory measurement after handover.
Step 2: NG-RAN node 1 triggers the Handover Preparation procedure to handover the UE to NG-RAN node 2. NG-RAN node 1 also indicates NG-RAN node 2 to measure and report the UE trajectory after handover as configured in step 1.
Step 3: NG-RAN node 1 sends the handover command to UE
Step 4~6: NG-RAN node 2 may decide to further handover the UE to another NG-RAN node 3. NG-RAN node 2 may report the same Step 1 to Step 3 to request the UE trajectory measurement from NG-RAN node 3 after the handover.
Step 7: NG-RAN node 3 will measure the UE trajectory after UE is handed over to NG-RAN node 3 and report to NG-RAN node 2 as configured in step 4. 
Step 8: Then NG-RAN node 2 will report the UE trajectory measurement, including both UE trajectory when UE is connected to NG-RAN node 2 and UE trajectory when UE is connected to NG-RAN node 3, to NG-RAN node 1 as configured in step 8.
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