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Introduction
[bookmark: OLE_LINK28]This document discusses the enhancement directions of first objective in R19 XR WID [1]
-	Study and if justified, specify aspects related to multi-modality (intra-UE) (with coordination with SA2/SA4 as needed by LS request). Aim to facilitate efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination. Efficiency enhancements are expected to be visible in terms of capacity or power consumption. [RAN2]. 
NOTE:	Check in RAN#105 (check also other WG involvement if needed).
Discussion
2.1 Synchronization between data flows from different modalities
    Form TS 22.261, we can see that synchronization requirements between immersive multi-modality VR applications, ranges from 15ms to 50ms, for example: video and audio data flow are different modalities. From the Table, we also know that the “delay” means the jitter between two data flows from two different traffic flows (or you can say different modalities). This problem already exists for a long time, and we already have solution for that, which is buffer. The buffer should be enough to cope with “the 15ms~50ms delay”.
Table 1: Typical synchronization thresholds for immersive multi-modality VR applications from TS 22.261
	Media components
	synchronization threshold (note 1)

	audio-tactile
	audio delay:
50 ms
	tactile delay:
25 ms

	visual-tactile
	visual delay:
15 ms
	tactile delay:
50 ms

	NOTE 1:  for each media component, “delay” refers to the case where that media component is delayed compared to the other.



[bookmark: OLE_LINK75][bookmark: OLE_LINK67][bookmark: OLE_LINK81][bookmark: OLE_LINK68]    For video traffic, we already discuss a lot during R18 XR WI, and we create a PDU set concept to cope with that. During Rel-18 XR phase, we first discuss different options of mapping between PDU sets and DRB(s) in TR 38.835 [2], the mapping is captured below.


Figure 1: Mapping Alternatives from TR 38.835
    When entering the work item phase, RAN2 finally agree that PDU sets belong to same service do not need differentiated handling and should map to the same DRB.

    For synchronization issue between the flows, there is one field “Timestamp” in the RTP header, we believe that the information can be used as baseline to address the synchronization issue.
· [bookmark: OLE_LINK20]Timestamp: 32 bits, the timestamp reflects the sampling instant of the first octet in the RTP data packet. The sampling instant must be derived from a clock that increments monotonically and linearly in time to allow synchronization and jitter calculations
[image: ]

[bookmark: OLE_LINK21]Observation 1: In RTP header, the Timestamp include timing information, which can be used for synchronization and jitter purposes.
Proposal 1: For synchronization issue, RAN2 to study how to use Timestamp information in RTP header (e.g., convert Timpstamp information to SFN.).
2.2 Handling of haptic data flow
    Regarding another new type of traffic, haptic data (from sensor), the features are small size but with high frequency. We don’t think this is a new problem, we already have SDT feature to deal with them. Furthermore, application layer can also choose to discard or not transmit some of data, because it is out-of-date. Application layer can also aggregate those small data into a relative big data to reduce its transmission frequency.
[bookmark: OLE_LINK79]
Conclusion
In this contribution, we have discussed mapping relations between DRBs and LCHs, as well as the handling of traffic flow without PDU set. In summary, we have made the following observation and proposals:
Observation 1: In RTP header, the Timestamp include timing information, which can be used for synchronization and jitter purposes.
Proposal 1: For synchronization issue, RAN2 to study how to use Timestamp information in RTP header (e.g., convert Timpstamp information to SFN.).
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