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Introduction

SA2 has started to evaluate solutions for key issues for the study of XR and Media Services Ph2 (TR 23.700-70). Related to KI#9: PDU Set Performance exposure and Application-Layer FEC Awareness at RAN, SA2 has sent LSs to RAN2, RAN3 and SA4 for feedback on listed questions. The questions related to RAN2 are excerpted as follows:
	This solution is for Key Issue #9, which addresses the following aspects:

The objective of this Key Issue is to study how to enhance network exposure mechanism to better support the network information/capability exposed to the application layer. In particular, the key issue includes the following aspects:
-
Whether and how XR related network capability/information exposure towards the application layer needs to be enhanced.
Question1 [for SA4, RAN2 and RAN3]: PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decision as comparing to the existing (R18) PDU Set information that is already provided by the AS?

Question3 [for RAN2 and RAN3]: SA2 would like to ask for to feedback on whether it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows. 

Question4 [for SA4 and RAN2]: In Sol#30, the PSA UPF may identify the size of incoming burst based on N6 protocol, and send it to NG-RAN to assist RAN scheduling.

Does RAN2 think the burst size is useful for RAN resource scheduling?

Question6 [for RAN2 and RAN3]: In the attached S2-2405372, it introduces to measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server, SA2 would like RAN2 and RAN3 to provide feedback on the attached solution.


	SA2 is studying enhancements to support for XR and media services. In this context, solutions have been proposed to provide information about the presence of application layer forward error correction (AL-FEC) to NG-RAN to enable NG-RAN to discard obsolete AL-FEC PDUs. Obsolete AL-FEC PDUs refers to PDUs that are not needed at the UE because enough PDUs to reconstruct the actual content have already been successfully sent to the UE. The details of these proposals are documented as solutions #1, #2, #3, #4 and #21 in TR 23.700-70. In SA2, some companies are of the opinion that such solutions are useful to efficiently handle XR applications, e.g., XR split rendering and cloud gaming services that are using AL-FEC schemes regardless of the access technology that is used for the applications' traffic. Other companies' view is that XR applications should not use AL-FEC over NR in the first place as NR provides efficient means for reliable delivery.

Related to this, SA2 would like to request SA4 and RAN2 to provide feedback on the following questions.

Questions for RAN2:

Can NG-RAN determine whether a PDU was successfully delivered over an unacknowledged mode data bearer? If so, does NG-RAN get this information sufficiently early to decide whether or not to drop subsequent AL-FEC packets?

Provide feedback on the impact on NG-RAN to support dynamic redundancy ratios, i.e., a different ratio of PDUs that need to be successfully transferred to the UE for different PDU Sets within the same QoS flow?


In this contribution, we will provide our views on the questions asked by SA2.

Discussion
Answers to SA2 LS on PDU Set Performance exposure
Questions of Dependency relationship among PDU Sets

In [1], SA2 would like to ask RAN2 and RAN3 feedback on the following questions:

PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decision as comparing to the existing (R18) PDU Set information that is already provided by the AS?
Obviously, the information associated with PDU-Set introduced in R18 can facilitate the PDU Set integrated packet handling. However, required differentiated PDU Set Handling, which including the cross-PDU set discarding operation, as shown in figure 1, can not be supported due to absent of the inter-PDU set correlation information, which can affect XR experience and radio resource management efficiency. To enable the gNB having the knowledge of the information associated with PDU-Set, the key issues are what kind of information is needed for gNB and how gNB to achieve them. 
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Figure 1: Different PDU discarding policy corresponding to different L2 PDU Handling
Proposal 1: RAN2 understands the inter-PDU set correlation information can benefit the differentiated PDU Set Handling in RAN, e.g. discarding.
Proposal 2: RAN2 need discussion the issues what kind of information associated with PDU-Set is needed for gNB and how gNB to achieve them, via encapsulated in the extended GTP-U header or propagated through signalling.  

Questions on the feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows.

In [1], SA2 would like to ask RAN2 and RAN3 feedback on the following questions:

SA2 would like to ask for to feedback on whether it is feasible for the NG-RAN to provide available data rate for the (non-)GBR QoS Flows. 
Based on the perception of the essential elements which may affect data rate of a given DRB in Uu interface, the gNB has the capability to estimate the data rate of a given DRB in Uu interface of each DRB for both downlink and uplink transmission. As for the detailed estimation method, it is up to network implementation. Hence, from our point of view, it is feasible for RAN to estimate data rate information per DRB.

Observation 1:it is feasible for RAN to estimate data rate information per DRB:
For GBR data flow, currently, the data rate should be controlled and met the QoS requirement by gNB;

For (non-)GBR, even it is possible the data rate is controlled per UE, rather than per DRB, gNB can perform the available data rate per DRB by gNB implementation.
As for per QoS flow data rate evaluation, if only one QoS flow is mapped to a single DRB, then there is no difference between the per QoS flow data rate and the per DRB data rate. In the case that multiple QoS flows are mapped to the same DRB, all the QoS flows mapped to the same DRB get the same QoS treatment, as clarified in the following highlighted sentence which is excerpted from [2]. 
	Note 3: Currently, for some measurements defined in TS 28.552, they are defined per mapped 5QI level (a single 5QI mapped to a DRB). From RAN2 point of view, mapping between 5QI and DRB in NR might be many to one, so there may be alternative ways to do the measurement, e.g. perform measurements by DRB level. RAN2 understanding is that all QoS flows mapped to one DRB get the same QoS treatment.


Based on the above clarification, we think per QoS flow data rate information can be reflected by the data rate information of the DRB which the QoS flow is mapped to. Thus, it is feasible for RAN to estimate data rate  information per QoS flow.

Based on the above analysis, we propose to reply to SA2 that it is feasible for RAN to estimate data rate per QoS flow and per DRB in both downlink and uplink directions. 

Proposal 3: Reply to SA2 that it is feasible for RAN to estimate data rate per QoS flow and per DRB in downlink and uplink directions, which is left to gNB implementation.

Questions on necessity of the size of incoming burst based on N6 protocol.

In [1], SA2 would like to ask RAN2 and RAN3 feedback on the following questions:

Does RAN2 think the burst size on N6 is useful for RAN resource scheduling 
For XR services with traffic bursts (e.g. Media streaming, cloud gaming services), the application layer's network requirements could be quite dynamic.For example, the size of data burst in XRM services could vary on the fly in a wide range. To ensure the occasionally big bursts can be transferred within PDB/PSDB, currently the allocated recourse need to be scheduled according to the potential maximum burst value. This over provisioning leads to potential waste of radio resource and bring negative impact on user capacity.
Therefore, in our understanding, it is benefit to send the burst size on N6 to gNB to assist RAN scheduling.

Proposal 4: Reply to SA2 that it is benefit to send the burst size on N6 to gNB to assist RAN scheduling.

Questions on necessity of measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application serve.

In [1], SA2 would like to ask RAN2 and RAN3 feedback on the following questions:

it introduces to measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application server, SA2 would like RAN2 and RAN3 to provide feedback on the attached solution.

Additionally, TS 38.314 specified some performance measurement per DRB, e.g. the UL/DL packet delay, packet loss rate. Examplary definition of the performance measurement is shown as follows:
	The RAN part of DL packet delay measurement comprises:

-
D1 (DL delay in over-the-air interface), referring to Average delay DL air-interface in TS 28.552 [2] 5.1.1.1.1.

-
D2 (DL delay on gNB-DU), referring to Average delay in RLC sublayer of gNB-DU in TS 28.552 [2] 5.1.3.3.3.

-
D3 (DL delay on F1-U), referring to Average delay on F1-U in TS 28.552 [2] 5.1.3.3.2.

-
D4 (DL delay in CU-UP), referring to Average delay DL in CU-UP in TS 28.552 [2] 5.1.3.3.1.

The DL packet delay measurements, i.e. D1 (the DL delay in over-the-air interface ), D2 (the DL delay in gNB-DU), D3 (the DL delay on F1-U) and D4 (the DL delay in CU-UP), should be measured per DRB per UE.

NOTE:
The delay measurements D1, D2 and D4 are also applicable for EUTRA in case of EN-DC related DL delay measurements on the MN side.

The RAN part (including UE) of UL packet delay measurement comprises:

-
D1 (UL PDCP packet average delay, as defined in clause 4.3.1.1).

-
D2.1 (average over-the-air interface packet delay, as defined in 4.2.1.2.2).

-
D2.2 (average RLC packet delay, as defined in 4.2.1.2.3).

-
D2.3 (average delay UL on F1-U, it is measured using the same metric as the average delay DL on F1-U defined in TS 28.552 [2] clause 5.1.3.3.2).

-
D2.4 (average PDCP re-ordering delay, as defined in 4.2.1.2.4).


Table 4.2.1.5.1-1: Definition for Packet Uu Loss Rate in the DL per DRB per UE
	Definition
	Uu Packet Loss Rate in the DL per DRB per UE. One packet corresponds to one RLC SDU. The measurement is done separately per DRB.
Detailed Definition:
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, where
explanations can be found in the table 4.2.1.5.1-2 below.


Obviously, there is only PDU level performance estimated and exposed to CN, and the real PDU Set performance is not estimated and exposed to the CN, e.g. PDU Set Delay and/or PDU Set Loss Rate. As for PDU Set performance evaluation, if only one PDU set is mapped to a single DRB, then there is no difference between the per PDU set performance evaluation and the per DRB performance evaluation. Thus, it is feasible for RAN to estimate PDU set performance evaluation.

Proposal 5: Reply to SA2 that it is feasible for RAN to estimate PDU set performance, e.g. PDU Set Delay and/or PDU Set Loss Rate .

Answers to SA2 LS on Application-Layer FEC Awareness at RAN
The LS are related to key Issue #1, "Support of PDU set based QoS handling enhancement", to address the following issue of whether, what and how PDU Set based handling,e.g. new standardized 5QI, enhancements to Alternative QoS profiles, FEC, etc., and enhanced PDU Set information.
In Forward Error Correction mechanism mentioned in the LS[2]

 REF _Ref11253 \r \h [3], source data packets are used to generate repair packets, which are generated and transmitted with the source data packets, for the purpose of detection and correction of errors in the data stream.Specifically, if the receiver successfully receives all the source packets, then the repair packets are not needed by the receiver. However, if the receiver does not successfully receive some of the source packets, then the receiver can use the repair packets to recover the information that was contained in the source packets that were not successfully received. Additionally, the repair packets for each PDU Set may be dynamic due to the network conditions and the relative importance for real-time communication.

This solution addresses how PDU set based QoS handling can be enhanced when the feature is applied to downlink user plane traffic that is protected via FEC. The solution does not apply to uplink data.

The principles of this solution are:

-
The AF may provide the following information with Flow Descriptors:

-
Option1: The Assistance Information that indicates whether traffic that matches the Flow Descriptor (e.g. SSRC) is a source or a repair packet and optionally indicate the information can be used to detect what source packet a repair packet is associated with.

-
Option2: The protocol description which indicates that the RTP protocol can provide a success ratio and success ratio marking request.

This means that the SMF needs indicate RAN to read the FEC related info included in the GTP-U header, and the RAN may use the information in GTP-U header from the UPF, e.g. to make packet discarding decisions in case of QoS flow congestion.

Questions on necessity of measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application serve.

In [2], SA2 would like to ask RAN2 and RAN3 feedback on the following questions:

Can NG-RAN determine whether a PDU was successfully delivered over an unacknowledged mode data bearer? If so, does NG-RAN get this information sufficiently early to decide whether or not to drop subsequent AL-FEC packets?

For RLC UM PDU, currently, gNB has no idea of whether it had been successfully delivered due to the lack of RLC STATUS Report. However, whether the gNB can derive an RLC UM PDU’s transmission status from related MAC PDU’s HARQ feedback depends on gNB implementation.

Observation 2: gNB has no idea of whether it had been successfully delivered due to the lack of RLC STATUS Report. However, whether the gNB can derive an RLC UM PDU’s transmission status from related MAC PDU’s HARQ feedback depends on gNB implementation.

Questions on necessity of measure and expose the PDU Set QoS performance (i.e., the PDU Set Delay and PDU Set Loss Rate) to the application serve.

In [2], SA2 would like to ask RAN2 and RAN3 feedback on the following questions:

Provide feedback on the impact on NG-RAN to support dynamic redundancy ratios, i.e., a different ratio of PDUs that need to be successfully transferred to the UE for different PDU Sets within the same QoS flow?

In our understanding, multiple QoS flows mapped to one DRB get the same QoS treatment, hence, even different PDU Sets has different ratio of PDUs that need to be successfully transferred to the UE, it can be implemented by different PDU Sets are mapped to different DRBs. However, one Qos flow is not allowed to mapped into multiple DRBs. Hence, the QoS flow mapping mechanism demands enhanced to support dynamic redundancy ratios, i.e., a different ratio of PDUs that need to be successfully transferred to the UE for different PDU Sets within the same QoS flow.
Observation 3: even different PDU Sets has different ratio of PDUs that need to be successfully transferred to the UE, it can be implemented by different PDU Sets are mapped to different DRBs.

Observation 4: One Qos flow is not allowed to mapped into multiple DRBs, hence, the QoS flow mapping mechanism demands enhanced to support dynamic redundancy ratios, i.e., a different ratio of PDUs that need to be successfully transferred to the UE for different PDU Sets within the same QoS flow.

3 Summary 
Observation 1:it is feasible for RAN to estimate data rate information per DRB:
For GBR data flow, currently, the data rate should be controlled and met the QoS requirement by gNB;

For (non-)GBR, even it is possible the data rate is controlled per UE, rather than per DRB, gNB can perform the available data rate per DRB by gNB implementation.
Observation 2: gNB has no idea of whether it had been successfully delivered due to the lack of RLC STATUS Report. However, whether the gNB can derive an RLC UM PDU’s transmission status from related MAC PDU’s HARQ feedback depends on gNB implementation.

Observation 3: even different PDU Sets has different ratio of PDUs that need to be successfully transferred to the UE, it can be implemented by different PDU Sets are mapped to different DRBs.

Observation 4: One Qos flow is not allowed to mapped into multiple DRBs, hence, the QoS flow mapping mechanism demands enhanced to support dynamic redundancy ratios, i.e., a different ratio of PDUs that need to be successfully transferred to the UE for different PDU Sets within the same QoS flow.

3 Conclusions

Proposal 1: RAN2 understands the inter-PDU set correlation information can benefit the differentiated PDU Set Handling in RAN, e.g. discarding.
Proposal 2: RAN2 need discussion the issues what kind of information associated with PDU-Set is needed for gNB and how gNB to achieve them, via encapsulated in the extended GTP-U header or propagated through signalling.  

Proposal 3: Reply to SA2 that it is feasible for RAN to estimate available (non-)GBR data rate per QoS flow and per DRB, which is left to gNB implementation.

Proposal 4: Reply to SA2 that it is benefit to send the burst size on N6 to gNB to assist RAN scheduling.
Proposal 5: Reply to SA2 that it is feasible for RAN to estimate PDU set performance, e.g. PDU Set Delay and/or PDU Set Loss Rate .

Proposal 6: Reply to SA2 that gNB has no idea of whether it had been successfully delivered due to the lack of RLC STATUS Report. However, whether the gNB can derive an RLC UM PDU’s transmission status from related MAC PDU’s HARQ feedback depends on gNB implementation.

Proposal 7: Reply to SA2 that the QoS flow mapping mechanism demands enhanced to support dynamic redundancy ratios, i.e., a different ratio of PDUs that need to be successfully transferred to the UE for different PDU Sets within the same QoS flow.
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