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1	Introduction
[bookmark: _Ref178064866]The approved work item justifications and objectives for NR NTN Evolution in Rel-19 [1] emphasizes the interest for NR NTN to support regenerative payload:
	
4) Support non-terrestrial network architecture with 5G system functions on board the NTN vehicle (i.e. regenerative payloads).

Support of non-terrestrial network architecture with 5G system functions on board the NTN vehicle (i.e. regenerative payloads) provides new architecture option(s) besides the transparent payload as specified in Rel-17 and Rel-18, which makes the deployment of non-terrestrial network more flexible. Support of regenerative payload brings some benefits on radio resource handling in Uu, and radio resource coordination between the gNBs via the ISL. For the support of real time connectivity between 2 UEs and between network and UE via the space segment with/without ISL, a regenerative payload (5G system functions on board satellite) is required.




	4. Support of regenerative payload [RAN3, RAN2, RAN4]
· Specify the support of gNB on board in TS 38.300
· Specify, if needed, any necessary enhancements related to the intra and inter-gNB mobility, especially for Xn interface over feeder link or over ISL. [RAN3]
Note: if any additional necessary stage-3 specifications impact for e.g. NGAP is identified, RAN3 will handle it



This contribution proposed an implementation of regenerative payload into the TS 38.300 for Release 19.
2	Discussion
Historically, satellites were bent-pipes broadcasting data inside the satellite footprint area of a terrestrial multimedia provider. With the advances of the spatial electronic, the satellite payload gains signal processing capabilities for signal modulation/demodulation, correction, scheduling and routing. The constellation composed of satellite with regenerative capabilities was able to provide a global connectivity for direct access services in both uplink and downlink direction. For this reason and for the flexibility it offers to the satellite network operators, the regenerative payload architecture is prevailing on the constellations. The regenerative payload as they are defined now implies obviously the capacity to regenerate service link signal but also includes the capacity to schedule and route traffic among beams, gateways and others satellites. The Inter-Satellite Links (ISLs) are necessary to ensure the service continuity between a satellite and the network gateway when the satellite is not in view of a gateway.


Benefits for the regenerative payload architecture
The purely transparent architecture where the satellite is a pipe presents a number of limits, in terms of system capacity, in terms of latency and coverage. The regenerative payload offers services for users and benefits for network operator that transparent could not. For the users:
· Support of delay sensitive and/or delay services in areas without NTN gateways in the satellite field of view
· Enable reduced user and/or control plane latency
· Support UE-to-UE communication in the constellation
· Support of the edge computing on board
For the network operation:
· Flexibility in the deployment of the ground segment by reducing the dependence to a direct feeder link connection between the space-segment and a gateway
· Improve the feeder link capacity usage efficiency
· Flexibility in the routing of the traffic generated by a group of user equipment to a specific feed link to meet specific national regulations/sovereignty requirements
· Support of multiple core networks per country operated by different operators
· Improving efficiency of radio interface resources on the service links thanks to beam scheduling and retransmissions
· Capability to provide simultaneously access and backhaul service

When the Non-Terrestrial Network architecture were first explored for 5G during Rel-15 [2], the following options are considered:
· The transparent option where the satellite relay a “satellite friendly” NR signal between the gNB and the UE
· The regenerative option where the satellite includes full or part of a gNB to generate/receive a “satellite friendly” NR signal to/from UEs.
· The transparent and regenerative options were the satellite serves as a relay node
During the NR NTN solution study phase in Rel-16 [3], both transparent and regenerative payload was considered. The NTN-based NG-RAN Architectures design objective was to minimize the need for new interfaces and protocols to support NTNs. For complexity purposes, it was agreed to consider only the transparent payload scenarios (for both LEO and GEO) for the normative phase in Release 17. The normative phase successfully introduced NTN solutions to NR at the RAN#95 in March 2022. However, the work remains incomplete until the introduction of the regenerative architecture. The introduction of the regenerative payload is an objective of the Release 19 as agreed in RAN#102 in December 2023.
gNB on-board with ISL regenerative payload architecture
As discussed in the first part, the considered regenerative satellite architecture for Rel-19 is the gNB on-board with ISL, illustrated in the figure below:


Figure 1 - Regenerative satellite with ISL, gNB processed payload from TS 38.321

The main difference between this architecture and the transparent architecture as defined in Rel-17 lies in the interfaces since the gNB is moved from the ground to the space segment. Contrary to the transparent, the NR-Uu radio interface is not repeated from the feeder link to the service link by the satellite, and the satellite is in capacity to decode and correct the user signal.
Based on the hypothesis that 5G CN is on the ground, the NG interface is transported at least through feeder link radio interface (i.e. SRI). In the case where the satellite is not connected to a NTN gateway, the connectivity between the gNB and the 5GC should be ensure by the ISLs with multi-hop. The implementation of NG routing inside the constellation is made by implementation.
Finally, the inter-gNB communication is performed through the Xn interface. For the gNBs collocated in the same satellite payload, the Xn is purely logical in the OBP. Otherwise, the Xn traffic could be either carried through ISL if it exists a direct path in the constellation between 2 satellites or through feeder link and NTN gateways.
Impact on the Uu, NG and Xn interfaces
Service Link
The regenerative payload architecture simplifies the NR-Uu service link compared to the transparent one (for both Earth-moving, Earth-fixed and Quasi-Earth fixed cells). The Reference Point (RP) for uplink and downlink timing alignment is on-board. The common TA and the kmac are then equal to 0. The Tta pre-compensate the service link RTT. Note that common TA and the kmac = 0 implicitly indicates to the UE that the gNB RP and MAC entity are located inside the NTN payload.
NG interface
For the NG application protocol, the main issues comes from the longer feeder link delay (especially in GEO with one-way delay up to 135 ms) and the frequent path switch due to satellite movement in LEO. Note that NG interface could be transported over ISL to reach a gateway. The transport protocol SCTP [5] used for the N2 interface (NG Control Plane) is delay-variation tolerant with the adapted configuration at SCTP endpoints (e.g. multi-homing, sack delays).
Xn interface
For the Xn application protocol, as for NG, the main issues are due to ISL and feeder link delay (and delay variation) due to satellite movement (in LEO) and frequent path switch. The SCTP is also used for Xn-C.
Impacts of regenerative payload architecture on NG and Xn interface, if any, are not in the RAN2 scope. Already agreed in RAN2#125bis.

L2/L3 impacts
During study phase in Rel-16 and a number of contributions at the last RAN2#125bis meeting, there are no issues detected regarding mobility (Measurement, cell reselection, (C)HO) and L2 layers (PDCP, RLC, MAC, timers, Timing Alignment).
There are no issues detected with the current L2/L3 specification to support gNB on-board regenerative payload 

Way forward
The WID justifications (for both UE-sat-UE and UE-Network connectivity) and objectives [1] are pretty clear. The gNB on-board is the baseline from the RAN perspective for regenerative payload. Therefore, we propose to agree on the definitions and use them as the baseline for the remaining work on regenerative payload and other Rel-19 features.
Agree before RAN#105 on a CR for TS 38.300 to support gNB on board in TS 38.300
The SA2 is still discussing the solutions to support regenerative payload [10]. Solutions #9 and #10 in particular propose alternative architectures where a proxy or inter-working function is used to hide RAN mobility to CN. For the moment, this solution is not on the baseline of the RAN work and therefore not discussed unless a LS from SA2 asking to study a particular solution.
Wait for a LS from SA2 if alternative regenerative payload architecture should be considered
In RAN2#125bis [8], it was agreed to discuss support of the gNB on-board regenerative payload architecture based on the text proposal in R2-2403606 [9]. The text proposal introduces elements of definitions for regenerative payload support in the specification and elements on the timing when the gNB is embarked on the NTN payload
The R2-2403606 text proposal introduces elements of definitions for the regenerative payload support:
· Definition of the regenerative payload
· Description of the Inter-Satellite Links (ISLs)
· Supported connectivity by the NTN payloads
· Note on impact for timing when the RP is on-board
· Update of figures 16.14.1-1 and 16.14.2.1-2 with regenerative payload architecture
The definitions to support the regenerative payload architecture in Stage-2 are discussed based on the R2-2403606 text proposal

4	Conclusion
1. Impacts of regenerative payload architecture on NG and Xn interface, if any, are not in the RAN2 scope. Already agreed in RAN2#125bis.
1. There are no issues detected with the current L2/L3 specification to support gNB on-board regenerative payload 

1. Agree before RAN#105 on a CR for TS 38.300 to support gNB on board in TS 38.300Consider the text proposal for TS 38.300 below as baseline to support the gNB on-board regenerative payload architecture
1. Wait for a LS from SA2 if alternative regenerative payload architecture should be considered
The R2-2403606 text proposal introduces elements of definitions for the regenerative payload support:
· Definition of the regenerative payload
· Description of the Inter-Satellite Links (ISLs)
· Supported connectivity by the NTN payloads
· Note on impact for timing when the RP is on-board
· Update of figures 16.14.1-1 and 16.14.2.1-2 with regenerative payload architecture
The definitions to support the regenerative payload architecture in Stage-2 are discussed based on the R2-2403606 text proposal
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