3GPP TSG RAN2#126 Meeting 	                                      			     R2-2405184                                                                                                                                                
Fukuoka, Japan, 20th - 24th May 2024
Agenda item:	8.1.2.2
Title:	Considerations on Functionality based LCM for UE Sided Model
Source:	ZTE Corporation
Document for:	Discussion and Decision
Introduction
In RAN2#125bis meeting, RAN2 has initially discussed the functionality based LCM, and a few agreements have been achieved for UE capability, applicability reporting, performance monitoring respectively. During the discussion, it is found that there are some divergencies on the issue of functionality definition, the applicability reporting, for example, how to understand the functionality from RAN2 perspective, which scenario the applicability reporting is designed for, etc.
The intent of this contribution is to share our view on above issues based on the achieved agreements in RAN2#125bis meeting. 
Discussion
General Aspect 
In RAN2#125bis meeting, the following agreements are achieved for UE capability, and left an FFS:
Agreements
1.	Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.
2.	Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
According to the TR 38.843, there is a general description of functionality based LCM:
	In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.


As described in highlighted wording, it shall be discussed in normative phase, for functionality based LCM, whether the NW need to be aware of the model Level LCM. From RAN2 perspective, AI/ML models being transparent to NW can make the implementation of the functionality based LCM framework much more easier. As for the model level LCM, it  can be realized by model Id based LCM whose feasibility whose discussion is ongoing in RAN1. Thus, it is proposed: 
Proposal 1:  [bookmark: _Toc163208520][bookmark: _Hlk166169448]In Rel-19 WI, for functionality based LCM, RAN2 assumes there is no need for NW to identify the UE side models, and hence there is no awareness/interaction NW should have about the model level LCM performed by UE side.
In our understanding, to arrange a number of AI/ML models to an AI//ML functionality, the AI/ML functionality’s granularity may be , for example, from coarse granularity to the fine granularity  : 1)AI/ML based feature group; 2)AI/ML based feature; 3) condition/condition group . 
· Option 1: The granularity of AI/ML functionality is per AI/ML based feature group
[bookmark: OLE_LINK6]In this option, there are two AI/ML functionalities for UE -side model in R19 WI so far as now, one is AI/ML functionality for beam management, the other one is AI/ML functionality for positioning. 
· Option 2: The granularity of AI/ML functionality is per AI/ML based feature
In this option, there are 4 AI/ML functionalities for UE-side model in R19-WI so far as now, those are, one AI/ML functionality for spatial beam management, one AI/ML functionality for temporal beam management, one AI/ML functionality for UE based positioning, and one AI/ML functionality for UE assisted/LMF based positioning.
· Option 3:The granularity of AI/ML functionality is per condition/condition group for each AI/ML based feature.
In this option, there maybe one or more than one functionalities belonging to one AI/ML based feature(e.g. AI/ML based spatial beam management.
Observation 1:   For functionality based LCM, the granularity of the functionality may be feature group level, feature level, or condition group/condition level, which is from coarse level to the fine level.
According to the current TR:
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 
With the highlighted wording above, we have the following observation:
Observation 2:  [bookmark: _Toc163208140]NW configure the configurations for an AI/ML functionality based on the conditions of the AI/ML functionality indicated by UE capability.
When observation 2 and observation 1 in taken into account in combination, the different granularities of functionality may cause different implementation complexity for NW to configure one AI/ML functionality, and different complexity level for functionality management, for instance:
From RRC configuration perspective:
· [bookmark: OLE_LINK2]Assuming the granularity AI/ML functionality is per feature/FG (Option 1 and option 2): if NW wants to configure an AI/ML functionality to UE, NW should configure the configurations based on the all conditions of the AI/ML functionality those are reported by UE capability since the belonged model is not aware by NW as we propose in proposal 1. considering the different AI models of such AI/ML functionality may need different configuration sets , NW shall configure all those configuration sets for the AI/ML functionality, but most of the sets may be never used by UE if UE does not choose the corresponding AI model to be activated for the AI/ML functionality which may lead to the potential RRC resource waste and unnecessary RRC signaling overhead. 
· [bookmark: _GoBack]Assuming the granularity AI/ML functionality is per condition/condition group for a AI/ML based feature: If NW want to configure an AI/ML functionality to UE, intuitively, NW only needs configured one set of configuration for the AI/ML functionality according to the common condition/condition group reported in the UE capability, even though there may be several AI/ML functionalities are reporting in UE capability for the AI/ML based feature, but NW still can actively choose to configure one or more than one functionalities to UE but not all of them. So the option 3 is more flexible than both option 1 and option 2.
From functionality management perspective:
The coarser granularity means the simpler functionality management strategy including the applicability reporting, the performance monitoring, vice versa. For example, assuming the functionality granularity is AI/ML based feature group and it is activated, once the performance monitoring shows the activated functionality is no longer suitable, then NW just make a simple decision on whether to fallback to the legacy beam management, while assuming the functionality granularity is condition or condition group, once the performance monitoring shows the activated functionality is no longer suitable, then NW may consider to take into account the applicability information of other functionalities for the same feature or feature group, to make a decision on not only fallback to legacy feature but also switch from one functionality to another for a same FG.
For understanding easily, the following table to provide the conclusion for each possible granularity level of a functionality from RRC configuration perspective and functionality management perspective.
	
	Feature group level
	Feature level
	Condition(group) level

	RRC siganling overhead for configuring each functionality
	Largest, NW should configure RRC configuration based on all conditions related to one feature group reported by UE capability. e.g. all AI models for both spatial and temporal beam mangement
	Medium, NW should configure RRC configuration based on all conditions related to one feature reported by UE capability. e.g. all AI models for either spatial or temporal beam mangement
	Least, NW should configure RRC configuration based on all conditions in one feature reported by UE capability. 
e.g. all AI models share a common condition(group) for either spatial or temporal beam management.

	Functionality management 
	Simplest, only fallback operation is needed.
	Medium, fallback to legacy beam management, or switch the functionality between spatial and temporal beam managmenet
	Complicated, Most complicated, fallback to leagacy beam management, or switch the functionalities intra-feature or inter-feature.


According to above table, each granularity level have its CONs and PROs from different perspectives, for example, the granularity of the feature group may cause the largest RRC signaling overhead for configuring a functionality but a simplest functionality management solution, however, the granularity of the condition(group) may need the least RRC signaling overhead for configuring a functionality but need the most complicated functionality management solution.
Considering the granularity of feature group and condition(group) will go extreme from signaling overhead and management perspective respectively, the granularity of the feature is preferred by us, we propose that:
Proposal 2:  [bookmark: _Toc163208521]RAN2 assumes the granularity of an AI/ML functionality for AI/ML based beam management is per feature, that implies, at most two functionalities can be supported by UE capability, one is for AI/ML based spatial beam management, the other one is for AI/ML based temporal beam management.

Applicability Reporting Aspect 
As to the applicability reporting aspects, following agreement were reached in RAN2#125bis[2].
Agreements for positioning and beam management 
1. Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
1. Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 
[bookmark: _Hlk166144238]3	FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
There are quite a lot of FFS issues related to applicability repotting. We think we should firstly answer what is applicable functionality. From network point of view, a functionality is applicable means the network can configure the functionality and activate it immediately. In addition, before activating a functionality, the network needs to know whether the expected performance of the functionality is good enough in order to avoid degradation in performance due to activation of the functionality. If a functionality is not expected to have a decent performance, the network cannot regard it as applicable nor activate it.
Proposal 3:  RAN2 to agree that a function is applicable means it can be activated immediately, and the expected performance of the functionality is good enough.
It was also agreed in RAN2#125 that “Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized” and ““supported” means that the UE is capable of supporting the functionality and doesn’t mean necessarily that the UE has the model available.” 
In our understanding, UE indicating supporting a functionality does not suggest it has installed a model to support the functionality. Even if UE has installed one or more models to implement the functionality, it does not mean the installed models are applicable for current condition. The current conditions include network additional conditions, which are mainly the network configuration related. The current conditions also include UE side additional conditions, such as mobility status, altitude, used code book, etc. Considering the generalization performance of UE-sided model is not good enough, different models may be needed for different conditions. In other words, the currently installed model in UE side may be not applicable for current conditions, and the expected performance may be not good enough.
In addition, the UE’s current hardware conditions may not be able to afford the running of the model. The UE side hardware conditions may include available memory capacity, available CPU/NPU capacity and battery status.
Observation 3:  Whether a supported functionality is applicable depends on following factors:
Whether installed model is applicable for current UE side additional conditions;
Whether installed model is applicable for current network side additional conditions;
Whether performance of installed model under current network side additional conditions and UE side additional conditions is good enough;
Whether UE side hardware conditions can support the model;
At least whether the installed model is applicable for UE side additional conditions and whether UE side hardware conditions can afford the model running can be determined by UE itself. The network is unnecessary to be informed or involved.
Proposal 4:  It is up to UE to determine whether a functionality is applicable for current UE side additional conditions and hardware capacities.
While for the applicability for current network side additional conditions and the expected performance of the functionality, we think they actually serve the same purpose. I.e. to achieve consistency of network side additional conditions is to ensure the performance under the network side additional conditions.
In RAN1, two options are under discussion regarding how to achieve the consistency of NW-side additional condition  across training and inference for UE-sided model. [3]:
	Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 


In our understanding, the choice of the solution has impact on the RAN2 on what is needed for UE on the determination of applicability. 
If option 1, associated ID based solution is adopted, the network may indicate current associated ID to UE. Then the UE can determine whether a functionality is applicable by comparing the current associated ID and the associated ID assumed  for training.
If option 2, performance monitoring based solution is adopted, the network may provide configuration to UE for performance monitoring and performance threshold. And the UE determines applicability based on the measured performance metrics and the configured performance threshold. 
So, it is reasonable for RAN2 to wait for RAN1’s decision before starting to discuss the impact on RAN2.
Proposal 5:  [bookmark: _Hlk166170327]RAN2 to wait for RAN1 decision on the consistency of NW-side additional condition across training and inference for UE-sided model issue before starting to discuss the impact on RAN2 on what is needed for UE to determine applicability of a functionality for network side additiopnal conditions.
In RAN2#125bis, it was agreed both proactive and reactive reporting of UE-sided applicable functionality are supported. The FFS is how the two approaches will be specified and whether we can combine them into one procedure. 
First of all, we think the reactive reporting should be the baseline, i.e. UE responses to the network request. The network may request applicability reporting after UE is transited to RRC_CONNECTED. But the reporting should be performed only after AS security is activated.
Proposal 6:  The applicability reporting should be performed only after AS security is activated.
RRC reconfiguration procedure may be the best candidate for reactive reporting. After UE is transited to RRC_CONNECTED from RRC_IDLE or RRC_INACTIVE, the network can request for the applicability reporting along with other configurations. In case of handover, the target cell can request for applicability in the RRCReconfiguration message used for handover. And the applicability reporting can be included in RRCReconfigurationComplete message if the UE can determine the applicability. Further, some configurations of the functionalities may be needed along the request. For example, in the performance monitoring based mechanism, network can include the request and configuration needed for performance monitoring in a single RRCReconfiguration message.
Proposal 7:  RRC Reconfiguration procedure should be used for reactive applicability reporting.
On the other hand, proactive reporting of UE-sided applicable functionality is also necessary when applicability of a functionality is changed. Based on the analysis on how UE to determine the applicability, the applicability of a functionality may be changed for various reasons, e.g. UE mobility changes, network configuration changes due to mobility, or UE side hardware capacity is changed.
More specifically, there are following cases that the reported applicability are changed:
Case 1: functionality in deactivated state becomes applicable
Case 2: functionality in deactivated state become inapplicable
Case 3: functionality in activated state becomes inapplicable
At least for case 1 and case 2 initiating proactive reporting are necessary. The network may need updated applicability information to make proper decision. While for case 3, we think network can know whether an activated functionality is applicable or not based on performance monitoring mechanism which is more accurate.
Proposal 8:  The proactive reporting of applicability can be initiated for at least following cases:
Case 1: functionality in deactivated state becomes applicable.
Case 2: functionality in deactivated state becomes inapplicable.
Another reason we need proactive reporting is performance monitoring based mechanism is adopted for applicability determination. In this mechanism, the UE may not be able to determine whether a functionality is applicable immediately. A period of time may be needed for performance monitoring before the determination. Thus, the UE needs to initiate applicability reporting proactively. We can discuss this case if performance monitoring based mechanism is adopted.
Observation 4:  Proactive reporting may be also needed if performance monitoring based mechanism is adopted for consistency of network side additional condition across training and inference.
UEAssistanceInformation message will be the proper message for proactive applicability reporting.
Proposal 9:  UAI message is used for proactive applicability reporting. 
Further, for both reactive and proactive reporting, the network should be able to configure which functionalities need applicability reporting. Not all UE supported functionalities are interested by the network. The network can indicate the interested functionalities when requesting for applicability reporting.
Proposal 10:  The network should be able to indicate the functionalities for which applicability reporting are needed in both reactive and proactive reporting.
As to the content in applicability reporting, at least UE can indicate whether a functionality is applicable or not applicable in the reporting. Further information can be discussed later after the discussion on consistency of NW-side additional condition across training and inference is concluded.
Proposal 11:  The UE should be able to indicate whether a functionality is applicable or inapplicable in applicability reporting. FFS other information in the applicability reporting is necessary.
Following figure provides the combination of reactive and proactive applicability reporting.


Figure 1: illustration of combination of reactive and proactive applicability reporting
Conclusion
In this contribution, we provide our views on the LCM of UE sided model. We have the following observations and proposals:
On general aspect:
Observation 1:  For functionality based LCM, the granularity of the functionality may be feature group level, feature level, or condition group/condition level, which is from coarse level to the fine level.
Observation 2:  NW configure the configurations for an AI/ML functionality based on the conditions of the AI/ML functionality indicated by UE capability.

Proposal 1:  In Rel-19 WI, for functionality based LCM, RAN2 assumes there is no need for NW to identify the UE side models, and hence there is no awareness/interaction NW should have about the model level LCM performed by UE side.
Proposal 2:  RAN2 assumes the granularity of an AI/ML functionality for AI/ML based beam management is per feature, that implies, at most two functionalities can be supported by UE capability, one is for AI/ML based spatial beam management, the other one is for AI/ML based temporal beam management.

On applicability reporting aspect:
Observation 3:  Whether a supported functionality is applicable depends on following factors:
Whether installed model is applicable for current UE side additional conditions;
Whether installed model is applicable for current network side additional conditions;
Whether performance of installed model under current network side additional conditions and UE side additional conditions is good enough;
Whether UE side hardware conditions can support the model;
Observation 4:  Proactive reporting may be also needed if performance monitoring based mechanism is adopted for consistency of network side additional condition across training and inference.

Proposal 3:  RAN2 to agree that a function is applicable means it can be activated immediately, and the expected performance of the functionality is good enough.
Proposal 4:  It is up to UE to determine whether a functionality is applicable for current UE side additional conditions and hardware capacities.
Proposal 5:  RAN2 to wait for RAN1 decision on the consistency of NW-side additional condition across training and inference for UE-sided model issue before start to discuss the impact on RAN2 on what is needed for UE to determine applicability of a functionality for network side additiopnal conditions.
Proposal 6:  The applicability reporting should be performed only after AS security is activated.
Proposal 7:  RRCReconfiguration procedure should be used for reactive applicability reporting.
Proposal 8:  The proactive reporting of applicability can be initiated for at least following cases:
Case 1: functionality in deactivated state becomes applicable.
Case 2: functionality in deactivated state becomes inapplicable.
Proposal 9:  UAI message is used for proactive applicability reporting. 
Proposal 10:  The network should be able to indicate the functionalities for which applicability reporting are needed in both reactive and proactive reporting.
Proposal 11:  The UE should be able to indicate whether a functionality is applicable or inapplicable in applicability reporting. FFS other information in the applicability reporting is necessary.
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