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1. Introduction
At the RAN2 125bis meeting, some agreements for RRM measurement prediction are achieved:
	1 For cell level measurement prediction model, at least consider the following cases:
Case 1: To predict beam level results, then generate cell level results based on the predicted beam results; 
Case 2: To directly predict cell level results based on cell level results.
Case 3: To directly predict cell level results based on beam level results 
2 We will consider intra-frequency intra and inter-cell spatial domain measurement predictions, for beam and cell level measurements.  
3 For temporal domain measurement prediction, we will consider the AI-PHY beam management Case A and Case B from the RAN1 AI/ML PHY TR and it applies to both beam level and cell level. As baseline we will focus on pure temporal prediction.  
4 The following items can be considered as a baseline for the prediction accuracy of the cell-level measurement prediction：
Spatial-domain prediction： RSRP difference to the actual measurement
Temporal prediction:RSRP difference to the actual measurement
[bookmark: _Hlk164867178]measurement reduction rate as one KPI
5 As a first step we will focus on measurement prediction accuracy. FFS whether and what system level performance evaluation is needed.


However, there are still some issues to be discussed in the RRM measurement prediction. In this contribution, we’d like to share our views on these issues.
2. Discussion
2.1 Cell measurement prediction model
The existing measurement model defined in TS 38.300 is shown in Fig. 1. The physical layer reports beam results after layer 1 filtering to the RRC layer, and the beam results are consolidated to derive cell quality. Then the derived cell result would perform layer 3 filtering using configured layer 3 filtering factor. Considering cell quality derivation procedure is performed in the RRC layer, the cell level results is always layer 3 level, not matter whether the cell quality is L3 filtered or not.
[image: ]
Fig. 1 Measurement model
Observation 1: In the existing measurement model, beam consolidation is performed in the RRC layer, so cell level measurement results are always layer 3 level, no matter the cell results are layer 3 filtered or not.
For cell level measurement prediction, it is worth to clarify whether cell results are Layer filtered or not. In the existing specification, layer 3 filtering factor can be set to different values (filterCoefficient ki = 0,1,2,3,4...). When only data with fixed Layer 3 filtering factor are collected for model training, the AI model has worse generalization capability. Since layer 3 filtering factor in different cells may be different, and the AI model is only suitable for the cells that configured with the same layer 3 filtering factor as layer 3 filtering factor used in model training; for those cells that configured layer 3 filtering factor are different with layer 3 filtering factor used in model training, the AI model is not applicable or the prediction accuracy is bad. When data with variable layer 3 filtering factors are collected for model training, the generalization capability of AI model are better, but whether prediction accuracy is impacted and whether the prediction accuracy deterioration is acceptable need further study. Besides, the layer 3 filtering may impact the RSRP accuracy assessment. Because the layer 3 filtering is performed by the following formula:
Fn = (1 – a)*Fn-1 + a*Mn
We can see that layer 3 filtered measurement results is not only related to the latest received measurement result from the physical layer (i.e. Mn), but also related to the old filtered measurement results (i.e. Fn-1), this may reduce RSRP prediction error compared with ‘without Layer 3 filtering’ case. One example is for temporal prediction domain, if old filtered measurement results are from actual measurement, layer 3 filtered RSRP prediction error can be lower.
Observation 2: If layer 3 filtering is considered in the cell level measurement prediction:
· When only data with fixed L3 filtering factor are collected for data training, the AI model may have worse generalization capability, since different cell may configure different L3 filtering and an AI model may only be suitable for a specific L3 filtering factor;
· When data with variable L3 filtering factors are collected for data training, we need to further study whether the prediction accuracy is impacted and whether the prediction accuracy deterioration is acceptable.
Observation 3: Layer 3 filtering may impact RSRP prediction accuracy assessment (e.g. the RSRP prediction error may be lower than “without L3 filtering”).
Based on the analysis, we suggest to split the cell level measurement prediction study into three phases: In the first phase,
we don’t consider L3 filtering or consider filterCoefficient ki=0 in RRM measurement prediction simulation. When filterCoefficient ki=0, the layer 3 filtered results is only related to the latest received measurement results from the physical layer. In this way, our simulation work can be reduced by not considering old measurement/prediction results and we can assess RSRP prediction accuracy more directly. In the phase 2, we can consider filterCoefficient ki=4, which is a typical value in the reality. And we can assess how much RSRP prediction error is reduced by layer 3 filtering through comparing simulation results in two phases. Finally, we can study the generalization issues (i.e. the impact of different layer 3 filtering factor on the prediction accuracy) in phase 3. The data with variable layer 3 filtering factor are collected for data training, and the trained AI model can be used in the cells configured with different L3 filtering factors. The simulation results can be compared with simulation results in phase 1 and phase 2 (with fixed layer 3 filtering factor), and to see how much the prediction accuracy deteriorate. It is noted that in order to better compare the simulation results among companies, if layer 3 filtering is considered in the simulation (i.e. in phase 2 and phase 3), the layer 3 filtering periodicity need to be aligned. Otherwise, with different layer 3 filtering periodicity, the simulation results may be different.
Observation 4: If Layer 3 filtering is considered in simulation, RAN2 should also provide the simulation assumption for the periodicity when L3 filtering is performed.
Proposal 1: For the cell level measurement prediction, suggest to consider the following three phases:
Phase 1: To not consider L3 filtering, or consider filterCoefficient ki=0 in RRM measurement prediction simulation;
Phase 2: To consider a fixed value (e.g. filterCoefficient ki=4) for L3 filtering in simulation;
Phase 3: To consider variable values of filterCoefficient for L3 filtering in simulation, including both data collection and data inference. 
For Phase2 and Phase3, RAN2 needs to discuss the assumed L3 filtering periodicity. 
In addition, in the last meeting, we have agreed to consider the following Cases:
Case 1: To predict beam level results, then generate cell level results based on the predicted beam results; 
Case 2: To directly predict cell level results based on cell level results.
Case 3: To directly predict cell level results based on beam level results.
In the Case 1~3, the collected data are different. Specifically, for training data collection, in Case 1, beam level RSRP results of serving and neighbor cells are collected; in Case 2, the cell level RSRP results of serving cell and neighbour cells are collected; in Case 3, both beam level RSRP results and cell level RSRP results of serving cell and neighbour cells are collected. And if beam level prediction is also needed to prepare handover resource, with Case 1, no additional information need to be collected; while for Case 2 and Case 3, the additional beam level measurement result need to be collected (for Case 3, without beam level prediction, only partial of beam results need to be collected). For inference data collection in the network side model, with Case 1 and Case 3, the UE needs to report beam level measurement results to the network; while with Case 2, the UE needs to report cell level measurement results to the network. Since Case 1~3 need different type of data in the data collection, their potential specification impact are different.
Observation 5: In Case 1~ 3, the content of datasets are different and the potential specification impacts (e.g. for data collection) are different.
With different datasets, the prediction accuracy of Case 1~3 may be different. And considering Case 1~3 have different specification impact, there may be no need to standardize all cases. One important issue to find out which case(s) need to be standardized. We suggest companies to simulate Case 1~3 in different scenario (in temporal-domain prediction, spatial-domain prediction, or frequency-domain prediction) first, and then to determine whether to standardize one case or multiple cases by comparing the simulation results.
Proposal 2: Considering Case 1~3 may have different spec impact (e.g. at least for data collection), companies are encouraged to provide the simulation results for the comparison of Case 1~3 in different scenarios (temporal-domain, spatial-domain, freq-domain). 
In the Annex, we provide our simulation results for Case 1 and Case 3 in the FR2 spatial domain measurement prediction. In the simulation, the RRC parameters for beam consolidation are fixed (not consider generalization issue) and Layer 3 filtering is not considered in the simulation for both Case 1 and Case 3. The detailed simulation assumption can be seen in the Annex. In the simulation results, we can see that the CDF curve of RSRP difference in Case 1 and in Case 3 almost completely coincidence, which means Case 1 and Case 3 have similar prediction accuracy in the FR2 spatial domain measurement prediction. 
Observation 6: In the case of fixed RRC parameters for measurement consolidation, the simulation result shows that Case 1 and Case 3 have similar prediction accuracy in the FR2 spatial-domain measurement prediction.

2.2 Temporal domain measurement prediction
For temporal domain measurement prediction, in the last meeting, we have agreed to consider Case A and Case B. With Case A, the UE/network can predict the measurement results at the future time instance in advance. In this way, if the network knows the channel quality will be worse or one measurement event would be triggered in the future, the network can prepare the handover procedure in advance to avoid handover failure (e.g. too late handover). One important issue is to find out how long in advance that the network can know the measurement results at the future time instance (i.e. the length of prediction window) with a tolerable RSRP prediction error. Because only if the advanced time is long enough, the network can have enough time to take measures. For example, if advanced time is shorter than time-to-triggered, it may be late for the network/UE to take measures since the channel quality is already worse and the measurement report or handover command can not be transferred successfully. For the value of tolerable RSRP prediction error, one recommended value is 3dB, and the detailed value can be discussed in RAN2. And the observation window length is also important for the temporal-domain prediction. If the observation window length is too short, the simulation accuracy may be impacted since there is no enough information. But if the observation window length is very large, the results measured long time ago has already meaningless, and may even impact prediction accuracy since providing invalid information. Therefore, RAN2 needs to find the suitable observation window length for temporal domain prediction Case A. 
Proposal 3: At the early stage of temporal domain prediction Case A study, suggest to study how long the prediction window and observation window could be under a tolerable RSRP prediction error (e.g. 3dB, detailed value to be discussed).
Upon some progress has been made on the window length, we can continue to perform system level simulation to assess the handover performance. The metric of handover performance may include handover failure rate, ping-pang rate, stay-of-time and so on. However, how to model Case A is unclear in the system level simulation, since Case A can include the following two sub cases:
Case A.1: sliding observation window: UE keeps measuring all the time, and observation window is sliding, as shown in Fig. 2(a)
Case A.2: non-sliding observation window: UE skips some time instances, whose measurement results are from prediction, as shown in Fig.2 (b).
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Fig. 2(a) Case A.1: sliding observation window
[image: ]
Fig. 2(b) Case A.2: non-sliding observation window
Observation 7: In the system level simulation for temporal domain measurement prediction, how to model Case A needs to be clarified. e.g. whether observation window is sliding or not.
Case A.1: sliding observation window: UE keeps measuring all the time, and observation window is sliding, as shown in Fig. 2(a);
Case A.2: non-sliding observation window: UE skips some time instances, whose measurement results are from prediction, as shown in Fig.2 (b).
With Case A.1, since the UE keeps measuring all the time, no measurement overhead is reduced. While for Case A.2, some time instances can be skipped without performing actual measurement, so the goal of measurement reduction can be achieved. However, compare with Case A.1, although Case A.2 can achieve better measurement reduction rate, it may impact the handover performance, this should be further studied. 
From simulation point of view, the observation window length and the prediction window length of Case A.1 and Case A.2 can use the length studied at the early stage. The reason that Case A.1 and Case A.2 can have the same prediction window length is that the measurement samples in observation window are actual measurement results in both cases. We suggest to consider Case A.1 first, and find out the highest handover performance gain. Specifically, companies evaluate the handover performance (e.g. handover failure rate, ping-pang rate, time-of-stay) with Case A.1, and to figure out the handover performance gain (i.e. how much handover failure rate/ping-pang rate can be reduced, or how long time-of-stay can be extended) by comparing with ‘non-AI’ case. The handover performance gain is the highest, since no measurement is reduced. After sufficient progress has been made on Case A.1, Case A.2 can be further studied. We need to evaluate the handover performance with different measurement reduction rate in Case A.2, and compare the simulation results with Case A.1 in order to find out a balance between handover gain and measurement reduction.
Proposal 4: After studying the length for observation window and prediction window, for temporal-domain prediction Case A, consider the following two phases in the system level simulation :
Phase 1: (Case A.1 sliding observation window) To evaluate the highest handover performance gain (e.g. the reduced handover failure rate or reduced ping-pang rate compared with ‘non-AI case’);
Phase 2: (Case A.2 non-sliding observation window): To further evaluate the measurement reduction rate and handover performance impact caused by non-sliding observation window.
3. Conclusion and proposals
In this contribution, we have the following proposals:
Observation 1: In the existing measurement model, beam consolidation is performed in the RRC layer, so cell level measurement results are always L3 level, no matter the cell results are L3 filtered or not.
Observation 2: If layer 3 filtering is considered in the cell level measurement prediction:
· When only data with fixed L3 filtering factor are collected for data training, the AI model may have worse generalization capability, since different cell may configure different L3 filtering and an AI model may only be suitable for a specific L3 filtering factor;
· When data with variable L3 filtering factors are collected for data training, we need to further study whether the prediction accuracy is impacted and whether the prediction accuracy deterioration is acceptable.
Observation 3: Layer 3 filtering may impact RSRP prediction accuracy assessment (e.g. the RSRP prediction error may be lower than “without L3 filtering”).
Observation 4: If Layer 3 filtering is considered in simulation, RAN2 should also provide the simulation assumption for the periodicity when L3 filtering is performed.
Observation 5: In Case 1~ 3, the content of datasets are different and the potential specification impacts (e.g. for data collection) are different.
Observation 6: In the case of fixed RRC parameters for measurement consolidation, the simulation result shows that Case 1 and Case 3 have similar prediction accuracy in the FR2 spatial-domain measurement prediction.
Observation 7: In the system level simulation for temporal domain measurement prediction, how to model Case A needs to be clarified. e.g. whether observation window is sliding or not.
Case A.1: sliding observation window: UE keeps measuring all the time, and observation window is sliding, as shown in Fig. 2(a);
Case A.2: non-sliding observation window: UE skips some time instances, whose measurement results are from prediction, as shown in Fig.2 (b).
[bookmark: _GoBack]
Proposal 1: For the cell level measurement prediction, suggest to consider the following three phases:
Phase 1: To not consider L3 filtering, or consider filterCoefficient ki=0 in RRM measurement prediction simulation;
Phase 2: To consider a fixed value (e.g. filterCoefficient ki=4) for L3 filtering in simulation. 
Phase 3: To consider variable values of filterCoefficient for L3 filtering in simulation, including both data collection and data inference. 
For Phase2 and Phase3, RAN2 needs to discuss the assumed L3 filtering periodicity. 
Proposal 2: Considering Case1~3 may have different spec impact (e.g. at least for data collection), companies are encouraged to provide the simulation results for the comparison of Case 1~3 in different scenarios (temporal-domain, spatial-domain, freq-domain). 
Proposal 3: At the early stage of temporal domain prediction Case A study, suggest to study how long the prediction window and observation window could be under a tolerable RSRP prediction error (e.g. 3dB, detailed value to be discussed).
Proposal 4: After studying the length for observation window and prediction window, for temporal-domain prediction Case A, consider the following two phases in the system level simulation :
Phase 1: (Case A.1 sliding observation window) To evaluate the highest handover performance gain (e.g. the reduced handover failure rate or reduced ping-pang rate compared with ‘non-AI case’);
Phase 2: (Case A.2 non-sliding observation window): To further evaluate the measurement reduction rate and handover performance impact caused by non-sliding observation window.
4. Reference
[1] Report of 3GPP TSG RAN WG2 meeting #125bis
5. Annex
· Simulation results for spatial domain measurement prediction with Case 1 and Case 3:
In this simulation, the AI model input is layer 1 filtered beam level results for 8 beams, the AI model output for Case 1 is beam results for 32 beams. For sub use case 3, the AI model output is the cell level measurement results. The beam pattern can be seen in the first 8 columns in Figure 3. Detailed simulation assumption can be seen in the Table 1. Note that layer 3 filtering is not considered in the simulation.

Fig 3: The beam pattern
Table 1: Simulation assumption:
	Frequency Range
	FR2@ [30] GHz; SCS: 120kHz

	Inter site distance
	200 m

	BS Antenna height
	10 m

	UE Antenna height
	1.5 m

	Scenario
	UMI

	UE distribution
	Uniform,100% outdoor

	UE Speed
	For spatial domain beam prediction: 30km/h

	UE trajectory
	Option 3 of TR 38.843

	BS Antenna Configuration
	Antenna setup and port layouts at gNB: (4, 8, 2, 1, 1, 1, 1), (dV, dH) = (0.5, 0.5) λ.

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6

	UE Antenna Configuration
	Antenna setup and port layouts at UE: (1, 4, 2, 1, 2, 1, 1)

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8

	Channel model
	UMI in TR 38.901.

	Spatial consistency 
	Procedure B in TR38.901

	System BW
	80MHz

	Inter-panel calibration for UE
	Ideal, non-ideal following 38.802 (optional) – Explain any errors

	UE receiver type
	MMSE-IRC as the baseline, other advanced receiver is not precluded

	BS Tx Power
	35 dBm

	Maximum UE Tx Power
	23 dBm

	The number of beams to consolidate cell level results
	3

	absThreshSS-BlocksConsolidation 
	Not considered



The simulation result is shown as below:
[image: Figure_1]
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