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1. Introduction
In the last RAN2 meeting [1], some agreements have been reached on multi-modality support for XR:
	· For the purpose of study, RAN2 assumes that UE and gNB have some kind of multi-modal information. FFS what information is needed/useful, e.g. just multi-modal ID, association between the flow, synchronization requirement etc.
· RAN2 will study both UL and DL directions based on the assumption of multi-modality association knowledge at RAN/UE
· RAN2 will focus on analyzing potential usage and benefits (e.g. in terms of capacity and power saving) of multi-modal association knowledge 
· Areas to study include: synchronization between the flows, FFS impact on QoS insurance and other areas
· RAN2 assumes that traffic of different modalities having different QoS requirements is mapped to different QoS flows
· For different XR traffic flows belonging to the same Multi-modal service and having different QoS requirements, it should be possible to provide differentiated QoS handling over the air. RAN2 should study if that is possible with current mechanism or new ones are needed
· Existing QoS flow to DRB mapping framework is used as a baseline, i.e. up to gNB how to map QoS flows to DRB.


RAN2 had an initial discussion on XR enhancement. However, the potential benefits of XR enhancement on power saving and capacity improvement still need to be demonstrated. This contribution will discuss the potential benefit for power saving and capacity improvement which brought by multi-modal enhancement and some technical solution can be offered for further consideration

2. Discussion
2.1 Potential benefits from multi-modal awareness
Although the mainstream view of most companies is that multi-modality awareness has a positive effect on enhancing network performance and saving power consumption, there are indeed few detailed descriptions of the enhancement effects. Because it is still in the early stages of SI, it is difficult to quantitatively analyze how much enhancement multi-modal enhancement can bring. However, some simple analyses can lead to the conclusion that supporting multi-modality is beneficial for both user experience and network capabilities.
As described in TS 22.261, Multi-modal Data describes the input data from different kinds of devices/sensors or the output data to different kinds of destinations (e.g. one or more UEs) required for the same task or application. Multi-modal Data consists of more than one Single-modal Data, and there is strong dependency among each Single-modal Data. Single-modal Data can be seen as one type of data.
a) Multi-modal discarding
For capacity improvement, due to the strong correlation among each single modal data from the same multi-modal instance or service, it is not necessary to continue send data of other modalities which are associated to a certain modality whose delay budget is exhausted or the PDCP discard timer has expired. As a result of increased amounts of discarded data, network performance can be improved to some extent with multi-modal awareness. Multi-modal discarding is helpful for capacity in both UL and DL. 


Figure 1: Example of multi-modal discarding triggered by single-modal data
b) Multi-modal scheduling improvement with association information
Additionally, enhancements for assistance information and scheduling, e.g., BSR, DSR, LCP, new UE assistance information and new scheduling algorithm, could also potentially improve network performance. Due to the correlation of multi-modal data, all data needs to arrive within a specific time window or synchronization threshold; otherwise, it could degrade the user experience, leading to common issues in immersive interaction applications such as dizziness and motion sickness. Therefore, reporting relevant information and corresponding improvement of DL data assignment and/or UL LC prioritization/LC selection restriction considering the association information also helps to enhance the network's ability to deliver data from multi-modalities within the allowed threshold.
c) Power-saving enhancements for multi-modality
For power saving, multi-modal information can help to use as fewer transmissions as possible for associated PDU sets within a time threshold (synchronization threshold or delay budget). This, in turn, helps to reduce the time the UE spends monitoring PDCCH and extends the time UE can remain in the DRX sleep state. Although multi-modality itself presents a significant challenge for UE power saving, if RAN can obtain more multi-modal assistance information and awareness, it may be possible to design power-saving enhancements tailored to multi-modal use cases.


Figure 2: Example of DRX with multi-modal data aggregated transmission
Therefore, it is evident that multi-modal support for XR can potentially benefit the network by enhancing network capacity and user experience due to possible multi-modal discarding and scheduling enhancement. Additionally, for UE, the potential benefits include not only improved user experience but also an increased likelihood of UE entering a sleep state.
Observation 1: The introduction of multi-modal support for XR in networks holds the potential for substantial reduction in network load by multi-modal data discarding, and the introduction of multi-modal aware scheduling, along with optimized DRX policies, stands to enhance network capacity and minimize power consumption.
So, whether it's for UL or DL, the role of multi-modal awareness information in enhancing network capacity and saving power cannot be overlooked.
Proposal 1: RAN2 is kindly suggested to study multi-modal related enhancement, including multi-modal data discarding, multi-modal aware scheduling, optimized DRX policies for multi-modality.
Then as indicated in the RAN2 conclusion, firstly, what information is needed/useful for multi-modal handling should be identified.
	· FFS what information is needed/useful, e.g. just multi-modal ID, association between the flow, synchronization requirement etc.


Hence,
Proposal 2: RAN2 is kindly suggested to study multi-modal awareness information in both UL and DL for capacity, power saving and user experience improvement.

2.2 Details on multi-modality awareness information
Based on the previous analysis, it is evident that multi-modal awareness information is beneficial for both capacity and power saving. For RAN, the first and maybe the most critical issue to be discussed is what kind of information is needed for multi-modal enhancements. Starting from the characteristics of multi-modality itself, the correlation among different QoS flows is a necessary consideration. As previously analysed, for performing logical channel prioritization and/or multi-modal discarding, the correlation among QoS flows from the same multi-modal instance is essential. However, it is unfortunate that indication of correlation between QoS flows, such as the Multi-modal service ID introduced by SA2, are not visible to the RAN.
Therefore, it is necessary to introduce a RAN visible multi-modal indication, and an LS should be sent to other WG(s) to gather more information. As a baseline solution, indications similar to the Multi-modal service ID can be assumed available by RAN2, that is, RAN2 assumes that multi-modality indications at the granularity of QoS flows are feasible.
As to the granularity, RAN tends to use PDU set, radio bear or logical channel instead of QoS flow, this issue may also need further consideration if RAN2 were to introduce multi-modal indication.
Proposal 3: RAN2 is kindly asked to confirm that at least flow-level RAN visible multi-modal association indication should be introduced, e.g., similar to Multi-modal Service ID in PCF. unless other WG disagrees.
With multi-modal correlation indication, RAN has the capability to identify whether a QoS flow belongs to a multi-modal service, as well as the affiliation between multiple QoS flows and a Multi-modal service. QoS flows that do not belong to a multi-modal service or do not contain multi-modal data may not require enhancement. The enhancements for multi-modal services should focus on the QoS flows that belong to the same multi-modal service.
For QoS flows that belong to the same Multi-modal service, or DRB/LCH/PDU set, the presence of multi-modal association indication allows for flow-level enhancements, e.g., LCP, BSR, and DSR. However, for finer granular operations, such as PDU set and PDU, which operates at the packet level, additional information needs to be exposed for RAN.
For finer granularity than QoS flow, the focus shifts to packet-level operations, such as PDU or PDU sets. This includes synchronized delivery of data (whether for transmission or discarding) and packet-level scheduling enhancements.
Packet-level information can be used for data synchronization at the packet level, such as packet SN, timestamps, and enhancements to PDU Header information (e.g., introducing time information). On the other hand, flow-level information can only provide basic information (e.g. associated flow or synchronization threshold).
Proposal 4: RAN2 is kindly asked to confirm that at least RAN visible synchronization requirement configuration should be introduced, FFS its granularity, flow or packet level.
From our perspective, we believe that the two aforementioned multi-modality awareness information are essential for XR. Additionally, there may be other kinds of awareness information that RAN2 should also discuss, if time permits.
2.3 Enhancement based on multi-modality awareness
If the two types of awareness information mentioned above (i.e., association and synchronization information) can be introduced, then the RAN has several capacity and energy-saving enhancements to consider.
1) Capacity enhancement
In terms of capacity enhancements, scheduling and discarding enhancements are two indispensable approach. However, enhancements in scheduling, such as scheduling or queuing algorithms, largely depend on individual vendor implementation strategies, making them more challenging to standardize. Nevertheless, it is possible to consider enhancements in the area of CG or SPS. For instance, setting appropriate CG periods or multiple CG periods based on the synchronization requirements of multi-modal QoS flows could help avoid the signaling overhead associated with frequent data transmission and reception at both RAN and UE side.


Figure 3: Example of CG configuration with multi-modal synchronization threshold
Observation 2: With the introduction of multi-modal association and synchronization information, it’s possible for RAN to formulate a suitable CG configuration to reduce the signaling overhead (e.g., DCI, SR) caused by frequent dynamic scheduling thus improve network capacity.
Proposal 5: RAN2 is kindly asked to study at least CG enhancement based on multi-modal awareness for capacity enhancement, FFS other scheduling enhancements.
In the case of discarding, multi-modal information may play an even more significant role. For example, consider a multi-modal session that includes video, audio, and haptic QoS flows. If a particular video frame is lost or expired during transmission, it would be unnecessary to continue transmitting the corresponding audio and haptic data associated to that video frame. In traditional discarding schemes, because there is no ability to discard across QoS flows, only the PDU set of the video QoS flow would be discarded. This could lead to network congestion and a slower recovery process.
To address the implementation issue of discarding, RAN can translate QoS flow-level association information into corresponding configurations at the PDCP/RLC/MAC layers. This includes configurations for PDU sets, radio bearers, or logical channel configurations to facilitate PDU discarding across QoS flows.
Observation 3: Multi-modal awareness information can be utilized for PDU discarding across QoS flows and alleviating network congestion and avoiding the transmission of unnecessary data can also contribute to enhancing network capacity.
Furthermore, multi-modal awareness information is beneficial for the transmission and scheduling of uplink and downlink data, as the inherent correlation of multi-modal information often necessitates synchronous delivery within a certain time window to ensure user experience, which is also the fundamental of DL data assignment enhancement and/or UL LCH prioritization/LCH selection restriction.
Proposal 6: RAN2 is kindly asked to study PDU discarding across QoS flow based on multi-modal awareness for capacity enhancement.
Certainly, as it is still premature to confirm the specific definition and content of the multi-modal awareness information, there may be other potential enhancement schemes to be investigated. However, at the very least, the aforementioned content should be considered feasible.
2) Power saving enhancement
In terms of energy saving, multi-modal awareness can primarily be leveraged for DRX enhancements. The non-integer period DRX introduced in Rel-18 has partially addressed energy saving for single-modal data, but it still falls short in effectively dealing with multi-modal data. Multi-modal data may include frequent transmissions, e.g., haptic data with <1ms period. If legacy DRX strategies are used, UE would have very few opportunities to enter a sleep state.
Therefore, study into energy-saving enhancements for multi-modal support is essential. As previously mentioned, we believe that configuring DRX based on synchronization thresholds could increase the chances of the UE entering a dormant state, potentially achieving energy-saving effects similar to those seen with single-modal data. Considering the presence of haptic data in multi-modal data, it is necessary for RAN2 to investigate related DRX enhancements.
Proposal 7: RAN2 is kindly asked to study DRX enhancement for multi-modality with multi-modal awareness for multi- modal data with <1ms period.
As for PDCCH monitoring and other energy-saving enhancements, it is also meaningful to have related discussions.
2.4 Potentianl impact on other WGs
Given that only two pieces of information related to multi-modal awareness have been identified so far—multi-modal association information and synchronization configuration—we recommend sending a Liaison Statement (LS) to SA2 at the very least to inquire about the accessibility of this information and whether it can be provided within QoS flows or other configurations. Should there be a need to obtain additional information from the application layer in the future, it will be necessary to notify other Working Groups, such as SA4/5 and CT1.
Proposal 8: RAN2 is kindly asked to discuss whether to send LS to at least SA2 on what multi-modal awareness information (e.g., multi-modal association, synchronization information and other QoS parameters) can be provided.

3. Conclusion
Since it is the second meeting of RAN2 on Rel-19 XR, it is suggested for RAN2 to identify some critical issue for SI and WI, and inform other WG for more information, we propose that,
Awareness information and benefits aspect:
Observation 1: The introduction of multi-modal support for XR in networks holds the potential for substantial reduction in network load by multi-modal data discarding, and the introduction of multi-modal aware scheduling, along with optimized DRX policies, stands to enhance network capacity and minimize power consumption.
Proposal 1: RAN2 is kindly suggested to study multi-modal related enhancement, including multi-modal data discarding, multi-modal aware scheduling, optimized DRX policies for multi-modality.
Proposal 2: RAN2 is kindly suggested to study multi-modal awareness information in both UL and DL for capacity, power saving and user experience improvement.
Proposal 3: RAN2 is kindly asked to confirm that at least flow-level RAN visible multi-modal association indication should be introduced, e.g., similar to Multi-modal Service ID in PCF, unless other WG disagrees.
Proposal 4: RAN2 is kindly asked to confirm that at least RAN visible synchronization requirement configuration should be introduced, FFS its granularity, flow or packet level.
Enhancement based on awareness information aspect:
Observation 2: With the introduction of multi-modal association and synchronization information, it’s possible for RAN to formulate a suitable CG configuration to reduce the signaling overhead (e.g., DCI, SR) caused by frequent dynamic scheduling thus improve network capacity.
Proposal 5: RAN2 is kindly asked to study at least CG enhancement based on multi-modal awareness for capacity enhancement, FFS other scheduling enhancements.
Observation 3: Multi-modal awareness information can be utilized for PDU discarding across QoS flows and alleviating network congestion and avoiding the transmission of unnecessary data can also contribute to enhancing network capacity.
Proposal 6: RAN2 is kindly asked to study PDU discarding across QoS flow based on multi-modal awareness for capacity enhancement.
Proposal 7: RAN2 is kindly asked to study DRX enhancement for multi-modality with multi-modal awareness for multi- modal data with <1ms period.
Other WG impact aspect:
Proposal 8: RAN2 is kindly asked to discuss whether to send LS to at least SA2 on what multi-modal awareness information (e.g., multi-modal association, synchronization information and other QoS parameters) can be provided.
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