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1	Introduction
	8.1.2	Functionality based LCM 
Contributions should focus on general understanding of LCM procedure (except for data collection and model transfer/delivery), what is required to enable the UE to perform different steps of the LCM procedure, what is the granularity of functionality, dependencies with RAN1 and what is needed from RAN1 to progress in RAN2
Contributions should be submitted in 8.1.2.x and aspects related to data collections should be submitted in data collection section
Two-sided model discussions are out of scope of this AI.  
Model identification and model transfer/delivery is out of scope of this AI and will be discussed in RAN2#127 after further RAN1 progress
8.1.2.3  LCM for Positioning use case
Contributions should focus on UE-sided model, but can discuss NW-sided model and should focus on 1st prioirity positioning use cases



The description of this agenda item for this meeting explains that the focus of the initial work on LCM should be on functionality based LCM and procedures other than data collection and model transfer/delivery. This TDoc will focus on positioning priority 1 cases: UE-based positioning, AI/ML-direct (use case 1); NG-RAN-assisted positioning with gNB-side model, AIML assisted (use case 3a); and NG-RAN-assisted positioning with LMF-side model, direct AIML (use case 3b).
This document will discuss general aspects related to terminology alignment, and specific aspects for AI/ML Positioning. Additionally, aspects related to functionality identification, additional conditions, and the reporting of applicable functionalities will be discussed.
2	General framework
2.1	Terminology
As we have arrived at the normative phase, we should align the terminologies with the existing specifications in order to enable the legacy framework as a starting point. As such, we aim to enable LCM signaling, alignment of terminologies with specification to minimize the extension of the specification, configuration for inference, data collection for both UE side and NW-side models.
Table 2.1-1 Terminology Mapping Between LCM Functions and LPP Procedures
	AI/ML Functionality Control Function
	LPP

	Activation
	Configuration
LPP Request Location Information

	Deactivation
	N/A
LPP Procedure Completion, Abortion, or Expiry

	Selection
	Configuration
LPP Request Location Information

	Switching
	Configuration
LPP Procedure Completion, Abortion, or Expiry followed by LPP Request Location Information

	Fallback
	Configuration
LPP Procedure Abortion followed by LPP Request Location Information



Proposal 1: Adopt Table 2.1-1 as a starting point to map AI/ML LCM terminology to LPP procedures.
3 UE-side model for Positioning
In general, we should strive to reuse as many of the existing message structures that exist in LTE Positioning Protocol (LPP) as possible to ease the implementation of new AI/ML functionalities. To that end, we note that LPP supports the following base message types which should be able to support the requirements of UE-side AI/ML models. These messages include Request and Provide Capabilities, LocationInformation, and AssistanceData. Each of these messages support positioning method-specific sub-messages and support different positioning modes (posMode). 
Observation 1: The set of base message types from LPP, including Request and Provide Capabilities, LocationInformation, and AssistanceData are sufficient to support of UE-side AI/ML models.
3.1	Capability
The new AI/ML-enabled positioning functionalities will be mapped to new LPP positioning methods, which will be exposed through the LPP capability exchange procedure. For use case 1 UE-side models, the positioning mode could be UE-based, or it could be UE-based-ml if it is found useful to differentiate between legacy and AI/ML-based UE-based positioning. AI/ML-based positioning use cases differ from legacy positioning. For example, AI/ML-based positioning could require monitoring configurations, which could be associated with positioning methods using an AI/ML positioning mode.
Proposal 2: In AI/ML-based positioning features, an AI/ML functionality is identified by a positioning mode, positioning method, and a configuration. 
Proposal 3: For Case 1 AI/ML positioning functionality capability information exchange, use LPPRequestCapabilities and LPPProvideCapabilities.
3.2 	Inference
The AI/ML-enabled positioning cases identified as 1st priority cases i.e., UE-side functionalities fall under Case 1, which is UE-based AI/ML-direct positioning. UE-based positioning means that the UE outputs a location estimate. Therefore, other than the characteristics of the location estimate, such as accuracy, the location estimate is identical to that produced by non-AI/ML UE-based positioning methods.
Observation 2: The output of the 1st priority UE-side functionalities, which fall under Case 1 of AI/ML-enabled positioning, is a positioning estimate, which is identical to the output of legacy UE-based positioning methods.
Proposal 4: For Case 1, inference operation the inference result is a position estimate similar to the output for a legacy UE-based positioning and hence we can re-use LPP RequestLocationInformation/ProvideLocationInformation messages. It is FFS whether any extensions to these messages are necessary to support AI/ML inference operation for Case 1.
3.3	Performance Monitoring
A generic mechanism for performance monitoring for UE-side models is described below, where the UE is the node responsible for model inference. Whenever UE detects changes in its environment, e.g., in channel conditions or geographical area, it may request assistance from the LMF to perform functionality performance monitoring. Alternatively, the LMF could trigger a monitoring procedure based on its own evaluation of the performance of a UE-side positioning functionality.  
The performance monitoring based on ground truth may be done using a subset of an existent dataset, which previously would be used for training. In this regard, the ground truth quality indicator may be used to assist UE in calculating the monitoring metric. 
For model performance monitoring of AI/ML positioning Case 1 using ground truth, the following agreement has been reached in RAN1#116bis [6]:
	Agreement RAN1#116bis:
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.



Among the discussed options, both Option A and B can be used for calculation of performance monitoring metric at the UE and LMF, respectively. Option A-1, Option A-2 and Option B-1 can reuse legacy procedures. However, Option A-3 and Option B-2 offer more reliable approach for monitoring thanks to the involvement of PRU. On the other hand, Option A-4 may be implementation specific or transparent to specification, thus should not be discussed any further as these fall out of the WI scope. 
Proposal 5: For monitoring UE-side AI/ML functionalities with ground truth, for UE to derive monitoring metric, support (Option A-3 from RAN1#116bis [6] agreement): 
1. LMF provides the UE necessary data for monitoring over LPP which contains measurements (e.g., measurements collected from PRU(s)) and associated ground truth (e.g., PRU location) including quality indicators.
2. UE computes the monitoring metric internally and provides it to the LMF if requested to do so.
Proposal 6: For monitoring UE-side AI/ML functionalities with ground truth, for LMF to derive monitoring metric, support (Option B-2 from RAN1#116bis [6] agreement):
1. PRU(s) provides measurements to LMF.
2. LMF provides measurements collected from PRU(s) to the UE.
3. UE reports inference output, based on measurements collected from PRU(s), to LMF.
4. LMF compares the UE inference output with PRU ground truth labels associated with these measurements to calculate monitoring metric.

Proposal 7: To support performance monitoring of UE-side AI/ML positioning functionalities, use LPPProvideAssistanceData (for LMF to provide PRU measurements and any associated ground truth labels to the UE) and LPPLocationInformation (for UE to provide monitoring metric or the inference output based on the PRU measurements to the LMF).

4	NW-side model for Positioning
In positioning, three cases were prioritized in the WID [4]: Case 1 – UE-based positioning with UE-side model direct AI/ML positioning; Case 3a – NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning; and Case 3b – NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning. Of these cases, Case 3a and Case 3b are considered relevant for LCM for NW-side models. This section will discuss capability signaling, inference, and monitoring.
4.1	Capability
Because the capabilities required for the UE to transmit UL SRS are already available in the legacy system for UL positioning, we can reuse the existing capability framework without modification for AI/ML positioning Case 3a and Case 3b. See Section 4.2 below for further details.
Observation 3: The capabilities required for the UE to transmit UL SRS are already available in the legacy system for UL positioning.
Proposal 8: RAN2 to await RAN1 progress that indicates a need for specification work in capabilities for AI/ML positioning Case 3a and Case 3b.
4.2	Inference
The TR [5] states that a “TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b”, which means that the inference inputs are based on UL SRS, and UL SRS is configured independently from the LPP framework. Because no modifications to SRS transmission have been discussed, and the transmission of SRS measurements from the gNB to the LMF is out of scope for RAN2, we see no additional specification impact for inference performed by the gNB or the LMF in Case 3a and Case 3b AI/ML positioning.
Observation 4: Measurements by TRP(s) on UL SRS transmissions are the input for inference for AI/ML positioning Case 3a and Case 3b.
Observation 5: There is no additional RAN2 specification impact for inference performed by the gNB or the LMF in AI/ML positioning Case 3a and Case 3b.
Proposal 9: RAN2 to await RAN1 progress that indicates a need for specification work on AI/ML positioning Case 3a and Case 3b.
4.3	Performance Monitoring
The input for performance monitoring of NW-side model, i.e., Case 3a and Case 3b, will be measurements made by the gNB on sounding reference signals (SRS) transmitted by the UE, such as RSRP, RSRPP, ToA, including measurements under discussion by RAN1 (e.g., CIR, DP, PDP). However, for the purpose of monitoring, these measurements may primarily be used to estimate positions which could be used as ground truth. 
The input for performance monitoring of NW-side model, i.e., Case 2b, will be measurements made by the UE on PRS transmitted by the gNB. The LMF can configure a UE to measure PRS through LPPRequestLocationInformation, and the UE can report measurements made on PRS, or report position estimates obtained through the UE-based positioning methods, or report position estimates obtained through GNSS methods through the legacy LPPProvideLocationInformation, with extensions made for any new measurement quantities.
Generally, performance monitoring for NW-side positioning AI/ML functionalities can be considered implementation dependent, and as such, we can only work on signaling to provide the network with measurements and position estimates required to perform that performance monitoring.
Observation 6: Generally, performance monitoring for NW-side positioning AI/ML functionalities can be considered implementation dependent.
Observation 7: For case 2b, for the purpose of monitoring NW-side positioning AI/ML functionalities, the LMF can configure a UE to measure PRS through LPPRequestLocationInformation, and the UE can report measurements made on PRS, or report position estimates obtained through the UE-based positioning methods, or report position estimates obtained through GNSS methods through the legacy LPPProvideLocationInformation, with extensions made for any new measurement quantities.
For performance monitoring of NW-side model, whether the model is in gNB or LMF, the use of gNB measurements and UE measurements to estimate position for use as ground truth and use it as an input for performance monitoring metric calculation, the position estimate must be done by the gNB or LMF. This implies that from a LCS architecture perspective the gNB and LMF should host an LCS client for consuming the position estimate in the gNB/LMF. This raises the possibility for new LCS architecture requirements for AI/ML positioning use case, specifically for the new AI/ML functionalities to be supported by gNB and LMF.
Proposal 10: For performance monitoring of NW-side AI/ML functionalities/model, ground truth can be acquired from the UE or a positioning reference unit (PRU) through the use of existing standalone or UE-based positioning methods.
Proposal 11: RAN2 to discuss, and solicit feedback from SA2, about the feasibility of gNB and LMF hosting LCS client so that the gNB and LMF can consume the UE position estimate for the purpose of obtaining the ground truth for use as input for performance monitoring of NW-side AI/ML functionalities/model.

5	Conclusion
This document has made the following observations:
Observation 1: The set of base message types from LPP, including Request and Provide Capabilities, LocationInformation, and AssistanceData are sufficient to support of UE-side AI/ML models.
Observation 2: The output of the 1st priority UE-side functionalities, which fall under Case 1 of AI/ML-enabled positioning, is a positioning estimate, which is identical to the output of legacy UE-based positioning methods.
Observation 3: The capabilities required for the UE to transmit UL SRS are already available in the legacy system for UL positioning.
Observation 4: Measurements by TRP(s) on UL SRS transmissions are the input for inference for AI/ML positioning Case 3a and Case 3b.
Observation 5: There is no additional RAN2 specification impact for inference performed by the gNB or the LMF in AI/ML positioning Case 3a and Case 3b.
Observation 6: Generally, performance monitoring for NW-side positioning AI/ML functionalities can be considered implementation dependent.
Observation 7: For case 2b, for the purpose of monitoring NW-side positioning AI/ML functionalities, the LMF can configure a UE to measure PRS through LPPRequestLocationInformation, and the UE can report measurements made on PRS, or report position estimates obtained through the UE-based positioning methods, or report position estimates obtained through GNSS methods through the legacy LPPProvideLocationInformation, with extensions made for any new measurement quantities.
And proposed the following:
Proposal 1: Adopt Table 2.1-1 as a starting point to map AI/ML LCM terminology to LPP procedures.
Proposal 2: In AI/ML-based positioning features, an AI/ML functionality is identified by a positioning mode, positioning method, and a configuration. 
Proposal 3: For Case 1 AI/ML positioning functionality capability information exchange, use LPPRequestCapabilities and LPPProvideCapabilities.
Proposal 4: For Case 1, inference operation the inference result is a position estimate similar to the output for a legacy UE-based positioning and hence we can re-use LPP RequestLocationInformation/ProvideLocationInformation messages. It is FFS whether any extensions to these messages are necessary to support AI/ML inference operation for Case 1.
Proposal 5: For monitoring UE-side AI/ML functionalities with ground truth, for UE to derive monitoring metric, support (Option A-3 from RAN1#116bis [6] agreement): 
1.	LMF provides the UE necessary data for monitoring over LPP which contains measurements (e.g., measurements collected from PRU(s)) and associated ground truth (e.g., PRU location) including quality indicators.
2.	UE computes the monitoring metric internally and provides it to the LMF if requested to do so.
Proposal 6: For monitoring UE-side AI/ML functionalities with ground truth, for LMF to derive monitoring metric, support (Option B-2 from RAN1#116bis [6] agreement):
1.	PRU(s) provides measurements to LMF.
2.	LMF provides measurements collected from PRU(s) to the UE.
3.	UE reports inference output, based on measurements collected from PRU(s), to LMF.
4.	LMF compares the UE inference output with PRU ground truth labels associated with these measurements to calculate monitoring metric.
Proposal 7: To support performance monitoring of UE-side AI/ML positioning functionalities, use LPPProvideAssistanceData (for LMF to provide PRU measurements and any associated ground truth labels to the UE) and LPPLocationInformation (for UE to provide monitoring metric or the inference output based on the PRU measurements to the LMF).
Proposal 8: RAN2 to await RAN1 progress that indicates a need for specification work in capabilities for AI/ML positioning Case 3a and Case 3b.
Proposal 9: RAN2 to await RAN1 progress that indicates a need for specification work on AI/ML positioning Case 3a and Case 3b.
Proposal 10: For performance monitoring of NW-side AI/ML functionalities/model, ground truth can be acquired from the UE or a positioning reference unit (PRU) through the use of existing standalone or UE-based positioning methods.
Proposal 11: RAN2 to discuss, and solicit feedback from SA2, about the feasibility of gNB and LMF hosting LCS client so that the gNB and LMF can consume the UE position estimate for the purpose of obtaining the ground truth for use as input for performance monitoring of NW-side AI/ML functionalities/model.
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