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1 Introduction
RAN2 made the following agreements for UE side LCM during last 125bis meeting:

	1.
Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.  “Supported” means that the UE is capable of supporting the functionality and doesn’t mean necessarily that the UE has the model available.  FFS what functionality refers to.  

2.
Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.
1
Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.
2
Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 

3
FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
1
For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  

2
“UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19.


 In this paper, we will show our understanding on functionality identification, additional conditions and reporting of applicable functionalities.
2 Discussion
2.1 Functionality identification
RAN2 agreed to report UE supported functionality in UE capability. FFS what functionality refers to. 
As for the granularity of UE supported functionality, we think it should be per sub-use case level. The reason is that UE supported functionality like beam management may have multiple sub-use cases e.g., temporal prediction case and spatial prediction case. Those sub use cases may require differentiated requirements, e.g., different data input and generate different output, which means that UE capability requirements may also be different. 
In addition, UE may support only one of those sub-use cases. Thus, per sub-use case level indication is more accurate and benefits for management.
Proposal 1: The granularity of UE supported functionality should be per sub-use case level.

2.2 Additional conditions 
For inference, try to keep consistency between model training and model inference may benefit for guarantying model performance, e.g., UE can aware which model is suitable for the scenario. With this understanding, UE should know the AIML model associated additional conditions, no matter the model is trained in UE-sided OTT server or trained in other entity (e.g., NW side). Moreover, if UE-sided model is trained at the entity other than UE-sided OTT server (i.e., model transfer/delivery will happen), from our side, the additional conditions from the training side should be provided to UE.
Proposal 2: UE should know AI/ML model associated additional conditions for model inference.
Additional conditions may consist of UE-side additional conditions and/or NW-side additional conditions. 
In our view, additional conditions may consist of model training related scenarios, locations, configuration, deployments, and dataset info etc. However, the detail of additional conditions should be further studied case by case.  As for how additional condition is obtained, in our view, the UE-side additional condition can be determined by UE itself. Considering the leakage of NW privacy like configuration/implementation etc., it needs to be discussed that whether NW-side additional conditions is indicated to UE explicitly or implicitly by NW or also determined by UE (i.e., NW-side additional conditions are extracted by UE according to UE received NW configuration in training phase).
We are open to the content of additional conditions and how it is obtained. Maybe RAN2 can wait for more progress from RAN1 as they are discussing on additional conditions.
Proposal 3: RAN2 can wait for more RAN1 progress on additional conditions.
2.3 Applicable functionalities
Different from legacy UE capability that UE support in all the cases, UE supported AI/ML-based functionalities may not always work normally in all the cases. For instance, UE may not have the model that used to enable AI/ML-based functionality, which means that AI/ML functionality can work at least after UE has obtained the related AI/ML model.
Besides, the AI/ML model may only applicable to specific scenarios, locations, configuration, and deployments. Or it may undergo updates such as model changes. To ensure efficient network control and management, UE need to indicate applicable functionalities about their supported AI/ML functionalities to the network. It is beneficial for network to perform management, e.g., the (de)activation, or switching of AI/ML functionalities.
In our understanding, applicable functionalities should indicate the usable functionalities at current stage which is more dynamic depends on scenarios, configuration etc. And it should be subset of all the UE supported functionalities.
Proposal 4: Applicable functionalities are subset of all the UE supported functionalities.
As for how UE determines the applicable functionalities, we think at least the following aspects should be considered:
· UE supported functionalities. UE reports its supported functionalities via UE capability. And applicable functionalities should be down-selected among those supported functionalities.

· Additional conditions. It relates to configuration, scenarios, site or deployment in model training phase. The AI/ML model can work normally if the additional conditions can be satisfied.

· UE internal conditions. Whether AI/ML model can be affordable depends on UE internal conditions, e.g., available UE memory, available UE computing resources, etc.
Proposal 5：UE determines the applicable functionalities according to its supported functionalities, the associated additional conditions, and UE internal conditions. 
Two approaches were proposed in last meeting to report UE applicable functionalities, i.e., the proactive reporting method and the reactive reporting method. Whether those two approaches can be combined has not reach a consensus. 
In our view, those two approaches should be separate procedures if we consider their different applicable scenarios. The proactive reporting method gives UE opportunities to report its applicable functionalities which is beneficial for NW side management and save overhead of configuration signaling. The reactive reporting procedure is initialized by NW and NW can request UE to report the applicable functionalities that NW really concerns at that time. 
Proposal 6: The proactive reporting of UE-sided applicable functionality and the reactive reporting of UE-sided applicable functionality are separate procedures.
3 Conclusion

In this contribution, we discussed on functionality identification, additional conditions and reporting of applicable functionalities:
Proposal 1: The granularity of UE supported functionality should be per sub-use case level.

Proposal 2: UE should know AI/ML model associated additional conditions for model inference.
Proposal 3: RAN2 can wait for more RAN1 progress on additional conditions.
Proposal 4: Applicable functionalities are subset of all the UE supported functionalities.
Proposal 5：UE determines the applicable functionalities according to its supported functionalities, the associated additional conditions, and UE internal conditions. 
Proposal 6: The proactive reporting of UE-sided applicable functionality and the reactive reporting of UE-sided applicable functionality are separate procedures.
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