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Introduction
[bookmark: OLE_LINK13]In RAN#102, a new WID for further enhancements on Non-Terrestrial Networks (NTN) for Internet of Things (IoT) has been agreed and in RAN#103, the WID is further refined in [1]. The main objectives related to support of Store&Forward (S&F) satellite operation are as following:
	The aim of this WI is enhancement of IoT-NTN with the following objectives:

· Support of Store&Forward (S&F) satellite operation with full eNB as regenerative payload, therefore:
· Define the necessary enhancements into E-UTRAN (network & UE) to support S&F operation for delay-tolerant services [RAN3, RAN2]
· At least specify necessary enhancements e.g. related to S1 protocol, especially to address the feeder link switch over as needed [RAN3]

Note: Strive to minimise UE impact.

Note: Coordination with SA2 (Rel-19 SA2 led Sat-Arch ph3 SI) is needed on the detail requirements (e.g. traffic type, or QoS parameters for S&F), network architecture (e.g. whether consider (partial) core network on satellite) etc.; further coordination with CT1 might be required


In RAN2#125bis meeting, RAN2 has had some high level discussion on this topic and made the following assumptions:
	RAN2 assumptions:
1. S&F implies that at least the full eNB will be onboard
2. An IoT NTN network shall be able to inform UE(s) whether S&F Satellite operation is applied, either via NAS or AS (wait for SA2 progress on this)
3. The S&F satellite operation is common for NB-IoT and eMTC.
4. The S&F satellite operation is applied to both CP solution and UP solution (for the UP solution pending on SA2 conclusions on the architecture)


In this paper, we will give further analysis on this objective and try to identify the potential RAN2 impacts for supporting Store&Forward (S&F) satellite operation in IoT NTN. 
Background
1.1 The necessity and gain for supporting S&F operation in IoT NTN 
There has been some discussion in the industry about the relevant satellite deployment supporting Store&Forward (S&F) satellite operation with full eNB as regenerative payload [2].
As mentioned in [2], LEO satellite constellations with limited number of ground stations lead to discontinuity. In low density LEO constellations with tens or few hundreds of satellites, one can assume revisit times in the magnitude of hours and visibility windows in the magnitude of minutes, and simultaneous availability of service and feeder link cannot be assumed. The architecture that can accommodate discontinuity and non-concurrent operation of both service and feeder link relies on store and forward mechanisms.
In previous 3GPP R17 and R18 NTN work, it mainly focus on transparent payload architectures where the satellite platform is necessarily connected to a ground station gateway to be able to provide satellite access services to IoT devices, thus requiring complex ground segment infrastructure in low Earth orbit (LEO) constellation deployments to achieve global coverage. In contrast, satellite network deployments targeting the delivery of delay-tolerant IoT applications can benefit from architectures based on the use of regenerative payloads in the satellite and support for Store and Forward (S&F) operation where satellite access can remain operational even at times when the satellite is not connected to a ground station. In particular, such an approach would allow for extending satellite service coverage in areas where satellites cannot be connected to ground stations (e.g. maritime or very remote areas with lack of ground-stations infrastructures), improving ground segment affordability by enabling operation with fewer ground-stations and allowing more robust operation of the satellite under intermittent/discontinuous feeder link operation. 
Observation 1-1: Satellite network deployments targeting the delivery of delay-tolerant IoT applications can benefit from architectures based on the use of regenerative payloads in the satellite and support for Store and Forward (S&F) operation where satellite access can remain operational even at times when the satellite is not connected to a ground station. Such approach would allow for extending satellite service coverage.
1.2 Main challenge
As mentioned in [2], in a mobile network based on 3GPP specifications, it generally assumes continuous connectivity between the core network components. In the signaling between the UE and the network, which is required for mobility and session management, such as Attach/Detach, (periodic) Tracking Area Update (TAU), data transmission/reception, Service Request and Paging, a number of timers are present on both the UE and network side. The majority of these timers are in the order of multiple seconds. With the introduction of NB-IoT, the RAN interface to the core network (S1) can operate in either WB-S1 mode or NB-S1 mode. And in NB-S1 mode, the signaling timers for mobility and session management are extended by 240 s for mobility management timers and 180 s for session management timers. Thus, both network and UE side timers are significantly increased from being in the range of few seconds to the range of minutes. This timer extension for NB-IoT does help mitigate delays in signaling introduced by the NTN channel. 
A summary of the timers for each discussed procedure is presented in Table 2 [2].
TABLE 2. Relevant timers for the completion of Attach, Detach, Tracking Area Updating,
Service Request and Paging procedure
	Procedure 
	Timer
	WB-S1
	NB-S1
	Note

	Attach
	T3410
T3460
	15s
6s
	255s
246s
	

	Detach
	T3421
T3422
	15s
6s
	255s
246s
	

	Tracking Area Updating
	T3430
	15s
	255s
	

	Service Request
	T3417
T3417
	5s
10s
	245s
250s
	Normal
Extended

	Paging
	T3413
T3413
	
	
	Network dependent
Network dependent


In [2], it also mentions that, apart from the above mentioned timers that are present in the specific and most relevant procedures, there are some other important timers which maybe also will be impacted by the non-concurrent and discontinuous service and feeder link. One of these timers is T3402 on the UE side. This timer is initiated on 5 consecutive attach or tracking area update failures. The value of this timer can be defined by the network during EMM signaling. However, it is an optional Information Element (IE). If the network does not specify a specific value, the UE assumes a default value of 12 minutes. In a scenario with discontinuous UE ↔ satellite visibility, this default value may be not enough due to possible extended out of coverage periods. However, since the network has the possibility to define a larger value or even disable this timer, it is possible to choose an appropriate setting according to estimated satellite coverage patterns over the UE, thus requiring no further changes to this timer in the standard adaptations for NTN.
The research in [2] gives a summary that the main difficulty of non-concurrent service and feeder link is that, the NAS signaling in the above-mentioned procedures may no longer be able to conclude within a few minutes, then the relevant timers may expire and cause NAS failure. 
Observation 1-2: The main difficulty of non-concurrent service and feeder link is that, the NAS signaling in the above-mentioned procedures may no longer be able to conclude within a few minutes, then the relevant timers may expire and cause NAS failure.
1.3 Potential solutions
In the context of 3GPP SA1/SA2/RAN study scope, S&F Satellite operation can be seen as an operation mode of a 5G system with satellite-access, where at least the 5G base station is required to be onboard the satellite (e.g., regenerative payloads in the satellite) and it can provide some level of service (in storing and forwarding the data) even when satellite connectivity to ground station is intermittently/temporarily unavailable. 
In [3], SA1 has given a general consideration that, under “S&F Satellite operation” mode, the end-to-end exchange of signaling/data traffic can be handled as a combination of two steps not concurrent in time (Step A and B in Figure A-1). In Step A, signaling/data exchange between the UE and the satellite takes place, without the satellite being simultaneously connected to the ground network (i.e. the satellite is able to operate the service link without an active feeder link connection). In Step B, connectivity between the satellite and the ground network is established so that communication between the satellite and the ground network can take place. So, the satellite moves from being connected to the UE in step A to being connected to the ground network in step B.
[image: /Users/Berisot/Downloads/sa1 - sataccess /sf sat mode.png]
Observation 1-3: 3GPP SA1 has given a general consideration on the solution for S&F Satellite operation, e.g., the end-to-end exchange of signaling/data traffic can be handled as a combination of two steps not concurrent in time: In Step A, signaling/data exchange between the UE and the satellite takes place, and in Step B, connectivity between the satellite and the ground network is established so that communication between the satellite and the ground network can take place.
Furthermore, many solutions (20) for supporting (S&F) operation have been proposed during SA2 study [5]. From RAN2 perspective, there are generally two classes of solutions, one is with only eNB onboard the satellite, the other is additionally with whole or partial core network functionalities onboard the satellite.
From RAN2 perspective, if whole or at least partial (e.g., MME) of core network functionalities can be onboard the satellite, the main challenge of possible large delay on NAS procedure may be easily addressed. The procedure between UE and MME can be almost same as legacy and therefore very less impacts on air interface are expected. However, in such type solution, the MME is one-to-one correlated to eNB (both onboard the satellite). Such architecture is very different from the legacy one where a MME generally has larger capacity and can server a lot of eNBs. It may also cause some other impacts, e.g., more inter-MMEs handover. On the contrary, for the solutions with only eNB onboard the satellite, they are more aligned with legacy architecture but more impacts can be foreseen for air interface and S1 interface procedures.
Observation 1-4: Generally two classes of solutions have been proposed during SA2 study, one is with network architecture of only eNB onboard the satellite, the other is additionally with whole or partial core network functionalities onboard. For the former, the procedure between UE and MME can be almost same as legacy and therefore very less impacts on air interface are expected. But more inter-MMEs handover may exist. For the latter, it may be more aligned with legacy architecture, but more air interface and S1 interface impacts can be foreseen.
Which class of solutions will be selected can wait for SA2 progress and decision. From RAN2 perspective, since it’s still possible to support the architecture with only eNB onboard and more RAN2 specification changes are needed to adapt to such architecture, we suggest RAN2 can firstly focus on supporting (S&F) operation under the network architecture with only eNB onboard, instead of waiting for SA2 progress.
In the following sections, we mainly discuss the possible impacts on the air interface procedure for supporting (S&F) operation in the network architecture with only eNB onboard.
Discussion
1.4 General aspects
Per our understanding, the SA1 solution are general enough and can high level cover the two classes of SA2 solutions. The main difference for different classes of solution may be that whether the procedure between eNB and MME can be included in Step A.
So we suggest to take SA1 solution as baseline for further discussion in RAN2.
Proposal 1: It’s suggested to take the following SA1 solution as baseline for further discussion in RAN2, to address the objective for support of Store&Forward (S&F) satellite operation in IoT NTN:
· A combination of two steps not concurrent in time: 
· In Step A, signaling/data exchange between the UE and the satellite takes place, without the satellite being simultaneously connected to the ground network. 
· In Step B, connectivity between the satellite and the ground network is established so that communication between the satellite and the ground network can take place.

For the network architecture with only eNB onboard, it’s easy to understand that this solution of two steps not concurrent in time also implies the decoupling between the air interface procedure and S1 interface procedure for an end-to-end connection establishment/resume procedure.
Observation 2-1: For the network architecture with only eNB onboard, the solution of two steps not concurrent in time also implies the decoupling between the air interface procedure and S1 interface procedure for an end-to-end connection establishment/resume procedure. What’s the further impact can be left to RAN3 discussion.
According to above information, for the network architecture with only eNB onboard, we understand the existing requirements for NAS timers during mobility and session management procedures may be no longer fulfilled. It may need to discuss whether the NAS timers need to be further extended for the non-concurrent service and feeder link deployment case, and if yes, how to extend. This can be left to SA2 and CT1 discussion.
Observation 2-2: For the network architecture with only eNB onboard, NAS timers during mobility and session management procedures, e.g., Attach/Detach, TAU, data transmission/reception, may need to be further extended for the non-concurrent service and feeder link deployment case. This can be left to SA2 and CT1 discussion and decision.

1.5 Processes for idle mode UE
1.5.1 UL Data transmission
In last meeting, RAN2 has agreed “An IoT NTN network shall be able to inform UE(s) whether S&F Satellite operation is applied, either via NAS or AS (wait for SA2 progress on this)”. Per our understanding, it’s better to provide such indication in AS layer. In the following we will give some analysis for this preference.
When an eNB on satellite (for the convenience of following discussion, hereafter it is referred to as source eNB) moves to a coverage area, it may receive RRC connection request from a UE. If it’s a UE using CP solution, the source eNB can firstly complete the air interface procedure (Msg1~Msg5) and get NAS PDU via Msg5 from the UE. Similarly, for UE using UP solution, the source eNB can firstly resume (if it has UE context) the air interface and DRB and get UP data from the UE.
Since the source eNB has no available feeder link, it needs to store the UL NAS PDU/UP data and maybe some other UE related information (e.g., S-TMSI/Resume ID, the accessed cell ID etc).
In the following, the source eNB may move out the coverage area and it has two options to handle the UE:
· Option 1: If it will be take long time for source eNB to revisit this coverage area, the eNB can choose to release the UE (e.g., Msg5 is followed by a RRC release message). 
· Option 2: If it's not take long time for source eNB to revisit this coverage area, the eNB can choose to keep the UE in connected state (e.g., no further signaling after Msg5). 
· For UE side, even the UE is still in the connected state, it may detect RLF later due to the leaving of the source eNB. In order to avoid that case, UE can choose to stay in the connected state but suspend some AS operations (may similar as the process for GNSS measurements in connected state). By this way, the UE and source eNB can keep consistence on the UE state.
It’s easy to understand that which option in above the eNB will take can be left to eNB implementation. 
Observation 3-1: For only eNB onboard and the eNB using S&F Satellite operation, after eNB finishes the air interface establishment/resumption and get NAS PDU or UP data from the UE, it’s possible for eNB to either release the UE or keep the UE in connected mode. This can be left to eNB implementation.
As mentioned above, if the UE is kept in connected mode, it’s better for UE to be aware of that the source eNB is using S&F Satellite operation, then the UE can decide whether to take some special process after completing the air interface procedure, e.g., to stay in the connected state but suspend some AS operations.
Generally, the eNB can inform the UE about using S&F Satellite operation (or naming as the information about the availability of the feeder link) via SIB or dedicated signalling. If sending the information via SIB, there is another usage, e.g., based on this information, at the very beginning, the UE can choose whether to send RRC connection establishment request to this eNB.
Proposal 2: It’s suggested that eNB to indicate whether it’s using S&F Satellite operation (or naming as the information about the availability of the feeder link) via SIB.

Even generally we assume the source eNB can firstly finish the air interface of connection establishment/resumption procedure for the UE, it’s still possible for eNB to reject the RRC connection request if the eNB thinks that it’s not available to provide service for the current area. 
Observation 3-2: The eNB using S&F Satellite operation may reject the RRC connection request from UE. This also can be left to eNB implementation.
By this way, we don’t think it’s necessary to introduce a barring scheme to facilitate eNB with S&F Satellite operation to barring the legacy UEs. We prefer that the impacts on legacy UE is as small as possible. For example, if a legacy UE has long NAS timer setting, it can be allowed to access the eNB with S&F Satellite operation. If the eNB leave away, the legacy UE can take some processes for discontinuous coverage case.
Proposal 3: It’s unnecessary to introduce a barring scheme to facilitate eNB with S&F Satellite operation to barring the legacy UEs. 
Whether to reject the RRC connection can be left to eNB implementation, however, in order to avoid the UE initiating another request soon, it’s suggested that eNB can indicates a detailed reject reason to the UE. Moreover, if the source eNB have enough information about the neighboring satellites, the source eNB may recommend other satellite/eNB for UE to access, e.g., in the RRC reject message.
Proposal 4: It’s suggested that, if an eNB rejects UE’s RRC connection request due to using S&F Satellite operation, the eNB can indicate a detailed reject reason to UE. Moreover, the eNB can recommend other satellite/eNB for UE to access in the RRC connection reject message.
Moreover, for NB-IoT UE using CP solution, in the legacy air interface procedure, after the eNB acquire the UE identifier via Msg3, the eNB can request UE information from the MME (e.g., via Retrieve UE Information/UE Information Transfer function). According to the acquired UE information including QoS Parameters and UE Radio capability, then eNB can provide appropriated configuration in Msg4 that match the capabilities of the UE. This scheme also has the benefit of avoiding the need for UE to report capability via Msg3. However, in the S&F Satellite operation, the eNB has no way to acquire the UE capability from MME during air interface procedure, and one implementation option is to provide kind of default configuration in Msg4 that may downgrade the radio link performance.
Observation 3-3: For UE using CP solution, in the legacy air interface procedure, eNB can acquire UE Radio capability from MME after Msg3 which can facilitate eNB to provide appropriated configuration in Msg4. However, in the S&F Satellite operation, the eNB has no way to acquire the UE capability from MME after Msg3. One implementation option is to provide kind of default configuration in Msg4 that may downgrade the radio link performance.
If the issue of downgraded radio link performance is thought to be critical, RAN2 can further discuss whether to report some UE capabilities via Msg3 is needed.
Proposal 5: RAN2 can discuss whether to report some UE capabilities via Msg3 for S&F Satellite operation case if real need is found.

It's also possible for the UE in idle mode to trigger the EDT or PUR procedure to transmit data. Different from normal RRC connection establishment/resumption (in which S1 procedure is triggered after Msg5), in EDT or PUR procedure, even UE’s data is sent in Msg3, the eNB generally sent Msg4 after completing the S1 interface procedure with the intention to also include the potential DL data. 
For the S&F Satellite operation case, as there will be no DL data that closely follows the UL data, the eNB can choose to immediately send Msg4 (or maybe Layer 1 ACK for PUR) after reception of Msg3. This can be left to eNB implementation and RAN3 may further check whether more changes are needed for decoupling the air interface procedure and S1 interface procedure. No additional impacts are seen on air interface signaling and UE process.
Observation 3-4: If the UE in idle mode to trigger the EDT or PUR procedure, the eNB using S&F Satellite operation can choose to immediately send Msg4 (or Layer 1 ACK for PUR) after reception of Msg3. This can be left to eNB implementation and RAN3 may further check whether more changes are needed for decoupling the air interface procedure and S1 interface procedure. No additional impacts are seen on air interface signaling.
Moreover, based on the Proposal 2, if a UE can be aware of whether the eNB is using S&F Satellite operation or not, the UE may be able to make more appropriate decision on whether to trigger EDT/PUR or normal RRC connection. For example, if UE would expect DL data after UL data, the UE may choose to trigger normal RRC connection in order that the RRC connection can be kept for a while to wait for DL data instead of being released immediately after Msg3.
1.5.2 DL Data transmission
When the source eNB moves to the area where the feeder link (ground station) is available, the source eNB can trigger S1 procedure to setup feeder link with the MME/ground station and furthermore deliver the UL data (UL NAS PDU or UL UP data)  to core network. From RAN2 perspective, the legacy S1 procedures can be reused as much as possible.
When there is DL data corresponding to the UL data or buffered DL data in MME, generally MME can send the DL data (DL NAS PDU or DL UP data) to the source eNB. However, we can see the possibility that MME may choose another eNB (can be referred to as new eNB) and provide the DL data to the new eNB, for example, if MME assumes the new eNB will visit the area where the UE locates within shorter timer period. The source eNB or new eNB will store the DL data and also the UE information.
During the corresponding S1 procdures, the source eNB or new eNB also needs to acquire the 
Observation 3-5: When the source eNB moves to the area where the feeder link (ground station) is available, the source eNB can trigger S1 procedure to setup feeder link with the MME/ground station and furthermore deliver the UL data to core network. MME may also deliver the corresponding or buffered DL data to the source eNB or a new eNB.
In more of the cases, when the source eNB or new eNB containing the DL data for the UE (re)visit the area where the UE locates, as the eNB has no existing connection for this UE, the legacy Paging procedure can be used by eNB to find the UE and deliver the DL data to it. In a few cases, e.g., the source eNB previously keeps the UE in connected mode and revisits the area after a short time period, it may be possible for the source eNB to use the exiting RRC connection to deliver the DL data to the UE.
Observation 3-6: When the eNB containing the DL data (re)visit the area where the UE locates, the legacy Paging procedure can be used by eNB to find the UE and deliver the DL data to it. In a few cases, it may be also possible for the source eNB to use the exiting RRC connection to deliver the DL data to the UE.

1.6 Processes for connected mode UE
1.6.1 The case that feeder link becomes unavailable 
For connected mode UE, it may be possible that the feeder link becomes from available to unavailable during a RRC connection. The straightforward process would be that the eNB can proactively release the UE and this can be left to eMB implementation. Furthermore, RAN can discuss whether to introduce a new release reason, e.g., “the feeder link becomes unavailable”, to let the UE be aware of the case and avoid unexpected behaviours.
Observation 4-1: it may be possible that the feeder link becomes from available to unavailable during a RRC connection. For this case, the eNB implementation can proactively release the UE.
Proposal 6: RAN can discuss whether to introduce a new release reason, e.g., “the feeder link becomes unavailable”.
1.6.2 The case of RRC connection reestablishment 
For a UE in connected mode (e.g., connecting to eNB-0), it may also be possible that RLF occurs due to the RF quality fluctuates and the UE may trigger a RRC connection reestablishment procedure to another base station, e.g., eNB-1 in satellite-1. However, there may be the case that the eNB-1 good radio quality (that’s why the UE choose this eNB to request RRC connection reestablishment) but no available feed link. 
Observation 4-2: When the RF quality fluctuates, a UE in connected mode may encounter RLF and it may trigger a RRC connection reestablishment procedure to an eNB with good radio quality but has no available feed link.
For the UE using UP solution, the RRC reestablishment procedure is very similar as RRC connection resume procedure, then the procedures discussed in section 3.2 can be reused. That is, the UE can reestablish the RRC connection with eNB-1 and send UL data to it. The eNB-1 may release the UE when it moves out. Later the UE can get DL data from eNB-1 or another eNB. 
However, for the UE using CP solution, as there is additional requirement for RRC connection reestablishment procedure, e.g., MME needs to authenticate the UE's UL CP Security Information in re-establishment request, how to handle the RRC connection reestablishment procedure for CP solution in S&F scenario needs more discussion. For reference, the legacy procedure for RRC connection reestablishment for CP solution is as below:
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19.2.2.30	eNB CP Relocation Indication
The eNB CP Relocation Indication procedure is only applicable for NB-IOT UEs using Control Plane CIoT EPS optimisations. The purpose of the eNB CP Relocation Indication procedure is to request the MME to authenticate the UE's re-establishment request as described in TS 33.401 [22], and initiate the establishment of the UE-associated logical S1-connection after the UE has initiated a RRC Re-establishment procedure in an eNB.
When the eNB receives the RRCConnectionReestablishmentRequest message, it triggers the eNB CP Relocation Indication procedure including NAS-level security information received from the UE. If the MME authenticates the request, it initiates the Connection Establishment Indication procedure including NAS-level security information to be sent to the UE in the RRCConnectionReestablishment message. In case the MME cannot authenticate the UE's request, the CONNECTION ESTABLISHMENT INDICATION message does not contain security information, and the eNB shall fail the RRC Re-establishment. In case of authentication failure, the eNB and the MME should locally release the allocated S1 resources, if any.


Figure 19.2.2.30-1: eNB CP Relocation Indication procedure (highlighted in blue)


As the eNB-1 has no way to immediately trigger eNB CP Relocation Indication procedure upon reception of RRCConnectionReestablishmentRequest message, one simple option may be to let eNB-1 just reject the Reestablishment Request (e.g., to send no response or send RRCConnectionReestablishmentReject). However, the rejection of RRC Reestablishment request would trigger UE leaving RRC_CONNECTED with release cause 'RRC connection failure'. And furthermore, "RRC Connection failure" from the lower layers would trigger NAS layer recovery. Such processes will cause not only the delayed UL data transmission (please note it’s highly possible that UE has data to be sent if it triggers RRC connection Reestablishment) but also the heavy signaling overhead due to NAS layer recovery.
Observation 4-3:  For UE using CP solution, the eNB using S&F Satellite operation has no way to immediately trigger eNB CP Relocation Indication procedure if it receives RRCConnectionReestablishmentRequest message. One simple option may be to let eNB-1 just reject the Reestablishment Request. However, such processes will cause not only the delayed UL data transmission but also the heavy signaling overhead due to NAS layer recovery.
Another option may be that, similar as the process for RRC connection establishment, the eNB-1 is still allowed to firstly finish the RRC connection reestablishment. An example procedure can be found as below:


The main processes can include:
1. upon receiving RRCConnectionReestablishmentRequest message, eNB-1 directly response RRCConnectionReestablishment message to the UE to make UE assume the RRC connection reestablishment procedure is completed. And then eNB-1 gets the UL data and UL NAS-level security information, and store all these information.
2. Later, when eNB-1 moves to the coverage of MME/gateway, eNB-1 can trigger an eNB CP Relocation Indication procedure to deliver the UL NAS-level security information and also the UL data to MME. If the MME can authenticate the NAS-level security information, it can also authenticate the received UL data and then deliver it to the core network. Moreover, MME can provide DL NAS-level security information to the eNB-1. If MME can get the DL data from core network, MME also provide the DL data to eNB-1. Afterwards, the MME and eNB-1 can release the S1 interface.
· 	As legacy, it may be also possible that the eNB CP Relocation Indication procedure is failed. Then the UL data would not be delivered to upper layer. MME and eNB can perform legacy authentication failure procedure.
3. When eNB-1 in Sat-1 moves back to the area where the UE locates, eNB-1 can Paging the UE and setup connection with the UE. The eNB-1 would further provide DL NAS-level security information and also DL data to UE.
· In the authentication failure case, in the air interface, the eNB-1 can indicate to the UE that the previous UL NAS PDU is failed. According to such information, UE can decide whether to re-transmit the previous UL NAS PDU by its implementation, 
The above proposed procedure seems like a process of transmitting data first and then doing security authentication. We think in most of the cases, the RRC Connection Reestablishment procedure can be successfully completed and UL/DL data can be transmitted. But in some rare case, the authentication on NAS-level security information may be failed and kind of fallback process may be needed.
Proposal 7: RAN2 discusses how to tailor the RRC Connection Reestablishment procedure for CP solution in the S&F Satellite operation case. 
Proposal 7a: It’s suggested that, in the S&F Satellite operation case, after sending RRCConnectionReestablishmentRequest message, UE can handle RRCConnectionReestablishment message without DL security key. 
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This contribution gives some observations on the whole procedures for S&F Satellite operation scenario: 
Background:
Observation 1-1: Satellite network deployments targeting the delivery of delay-tolerant IoT applications can benefit from architectures based on the use of regenerative payloads in the satellite and support for Store and Forward (S&F) operation where satellite access can remain operational even at times when the satellite is not connected to a ground station. Such approach would allow for extending satellite service coverage.
Observation 1-2: The main difficulty of non-concurrent service and feeder link is that, the NAS signaling in the above-mentioned procedures may no longer be able to conclude within a few minutes, then the relevant timers may expire and cause NAS failure.
Observation 1-3: 3GPP SA1 has given a general consideration on the solution for S&F Satellite operation, e.g., the end-to-end exchange of signaling/data traffic can be handled as a combination of two steps not concurrent in time: In Step A, signaling/data exchange between the UE and the satellite takes place, and in Step B, connectivity between the satellite and the ground network is established so that communication between the satellite and the ground network can take place.
Observation 1-4: Generally two classes of solutions have been proposed during SA2 study, one is with network architecture of only eNB onboard the satellite, the other is additionally with whole or partial core network functionalities onboard. For the former, the procedure between UE and MME can be almost same as legacy and therefore very less impacts on air interface are expected. But more inter-MMEs handover may exist. For the latter, it may be more aligned with legacy architecture, but more air interface and S1 interface impacts can be foreseen.
General aspects:
Observation 2-1: For the network architecture with only eNB onboard, the solution of two steps not concurrent in time also implies the decoupling between the air interface procedure and S1 interface procedure for an end-to-end connection establishment/resume procedure. What’s the further impact can be left to RAN3 decision.
Observation 2-2: NAS timers during mobility and session management procedures, e.g., Attach/Detach, TAU, data transmission/reception, may need to be further extended for the non-concurrent service and feeder link deployment case. This can be left to SA2 and CT1 discussion and decision.
Processes for idle mode UE
Observation 3-1: For only eNB onboard and the eNB using S&F Satellite operation, after eNB finishes the air interface establishment/resumption and get NAS PDU or UP data from the UE, it’s possible for eNB to either release the UE or keep the UE in connected mode. This can be left to eNB implementation.
Observation 3-2: The eNB using S&F Satellite operation may reject the RRC connection request from UE. This also can be left to eNB implementation.
Observation 3-3: For UE using CP solution, in the legacy air interface procedure, eNB can acquire UE Radio capability from MME after Msg3 which can facilitate eNB to provide appropriated configuration in Msg4. However, in the S&F Satellite operation, the eNB has no way to acquire the UE capability from MME after Msg3. One implementation option is to provide kind of default configuration in Msg4 that may downgrade the radio link performance.
Observation 3-4: If the UE in idle mode to trigger the EDT or PUR procedure, the eNB using S&F Satellite operation can choose to immediately send Msg4 (or Layer 1 ACK for PUR) after reception of Msg3. This can be left to eNB implementation and RAN3 may further check whether more changes are needed for decoupling the air interface procedure and S1 interface procedure. No additional impacts are seen on air interface signaling.
Observation 3-5: When the source eNB moves to the area where the feeder link (ground station) is available, the source eNB can trigger S1 procedure to setup feeder link with the MME/ground station and furthermore deliver the UL data to core network. MME may also deliver the corresponding or buffered DL data to the source eNB or a new eNB.
Observation 3-6: When the eNB containing the DL data (re)visit the area where the UE locates, the legacy Paging procedure can be used by eNB to find the UE and deliver the DL data to it. In a few cases, it may be also possible for the source eNB to use the exiting RRC connection to deliver the DL data to the UE.
Processes for connected mode UE:
Observation 4-1: it may be possible that the feeder link becomes from available to unavailable during a RRC connection. For this case, the eNB implementation can proactively release the UE.
Observation 4-2: When the RF quality fluctuates, a UE in connected mode may encounter RLF and it may trigger a RRC connection reestablishment procedure to an eNB with good radio quality but has no available feed link.
Observation 4-3:  For UE using CP solution, the eNB using S&F Satellite operation has no way to immediately trigger eNB CP Relocation Indication procedure if it receives RRCConnectionReestablishmentRequest message. One simple option may be to let eNB-1 just reject the Reestablishment Request. However, such processes will cause not only the delayed UL data transmission but also the heavy signaling overhead due to NAS layer recovery.

Based on the analysis, the following proposals are given for air interface enhancements for S&F satellite operation:
Proposal 1: It’s suggested to take the following SA1 solution as baseline for further discussion in RAN2, to address the objective for support of Store&Forward (S&F) satellite operation in IoT NTN:
· A combination of two steps not concurrent in time: 
· In Step A, signaling/data exchange between the UE and the satellite takes place, without the satellite being simultaneously connected to the ground network. 
· In Step B, connectivity between the satellite and the ground network is established so that communication between the satellite and the ground network can take place.
Proposal 2: It’s suggested that eNB to indicate whether it’s using S&F Satellite operation (or naming as the information about the availability of the feeder link) via SIB.
Proposal 3: It’s unnecessary to introduce a barring scheme to facilitate eNB with S&F Satellite operation to barring the legacy UEs. 
Proposal 4: It’s suggested that, if an eNB rejects UE’s RRC connection request due to using S&F Satellite operation, the eNB can indicate a detailed reject reason to UE. Moreover, the eNB can recommend other satellite/eNB for UE to access in the RRC connection reject message.
Proposal 5: RAN2 can discuss whether to report some UE capabilities via Msg3 for S&F Satellite operation case if real need is found.
Proposal 6: RAN can discuss whether to introduce a new release reason, e.g., “the feeder link becomes unavailable”.
Proposal 7: RAN2 discusses how to tailor the RRC Connection Reestablishment procedure for CP solution in the S&F Satellite operation case. 
Proposal 7a: It’s suggested that, in the S&F Satellite operation case, after sending RRCConnectionReestablishmentRequest message, UE can handle RRCConnectionReestablishment message without DL security key. 
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