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1 Introduction
In this paper, issues related to training data collection for NW sided AIML model training are discussed.
2 Discussion
2.1	General
The transmission of data for NW-sided AIML model training can be over not only CP but also UP as well. For example, in Rel18, the transmission of LPP message over UP via LCS-UPP protocol is supported. Also, it is possible that UE can be configured by NW to transmit the training data to an IP address in the CN directly. 
However, from specification point of view, the transmission of training data over UP would have more impact on CN than RAN. Besides, in the Rel18 RAN2 discussion, it seems common company understanding to work on the data collection based on existing framework. 
In any case, it is suggested to prioritize the discussion on the training data collection over CP.  
	RAN2#121bis
Observation: RAN2 may need to consider enhancements for AIML to existing functionality for data collection, e.g. for timing control (e.g. for MDT/RRM). 



[bookmark: _Toc163078232][bookmark: _Toc166230360]RAN2 prioritizes the discussion on training data collection over CP. FFS the training data collection over UP.

In RAN1 reply LS R1-2310681, RAN1 listed the requirements for data collection of different purposes. We observe the following facts from RAN1 analysis:
· Among all use cases except inference for AIML based positioning, the required data collection latency is 
· Relaxed (e.g., minutes, hours, days, or no latency requirement) for AIML training, 
· Near-real-time (e.g., several tens of msecs to a few seconds) for AIML monitoring,
· Time-critical (e.g., a few msecs) for AIML inference
· For AIML inference for AIML based beam management, RAN1 explicitly agreed that L1 report similar to legacy CSI can be used
One aspect we noticed related to the transmission of training data collection is that the training data collection for all use cases has relaxed latency requirement (e.g., minutes, hours, days, or no latency requirement). Therefore, the transmission of training data set over air interface can be in the manner of best effort. 
[bookmark: _Toc163078230][bookmark: _Toc165900282]Training data collection for all use cases has relaxed latency requirement (e.g., minutes, hours, days, or no latency requirement) and can be transmitted in best effort manner over air interface.

To facilitate transmissions in a best-effort manner, while simultaneously ensuring no interference with critical signaling transmissions (for instance, those related to RRC configuration), one intuitive approach involves utilizing a Radio Bearer that possesses a lower priority level than SRB1 for the conveyance of training data. This strategy mirrors existing practices observed in the transmission of Quality of Experience (QoE) reports, which are currently transmitted over SRB4 or SRB5—both of which are designated lower priority levels compared to SRB1.
[bookmark: _Toc163078256][bookmark: _Toc166230361]Considering the relaxed latency requirement, the training data transmission in the UL should be of lower priority than at least SRB1.


2.2	Training data collection for AIML based BM with gNB-sided model

Agreements
1	For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches	
2	We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.
3	RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT

In the last RAN2 meeting, it was confirmed that both gNB-centric and OAM-centric approaches will be considered within the same measurement framework. However, it remains unclear whether to enhance logged or immediate MDT. To address this question, one must first understand what enhancements are expected. 

	TR 38.843
7.2.1.3.1	Considerations for network-side data collection 
A set of general data collection principles is expected to be considered for network-side model training. These include:
-	UE to support data logging,
-	UE to report the collected data periodically, event-based, and on-demand,
-	The UE memory, processing power, energy consumption, signalling overhead should be considered.



One aspect captured in the TR is the support of data logging at UE side. For AIML based BM with gNB-sided model, the required AIML training data would include L1 measurements. Conventionally, the L1 measurement results are transmitted from UE to gNB via CSI report, which are used for the immediate adaptation of transmission parameters and have stringent latency requirements. However, for the purpose of AIML training, as discussed in Observation 1, the L1 measurement result, serving as training data set, has relaxed latency requirements. It does not need to be transmitted instantly as in legacy. Otherwise, it might interfere with other UL transmissions that are more critical.
[bookmark: _Toc165900283]Legacy CSI report conveying L1 measurement result is used for instant transmission parameter adaptation of stringent latency requirement.
Therefore, to support the L1 measurement results report as part of training data collection of relaxed latency requirement, it is suggested to support the logging of L1 measurement results at UE and report the logged multiple instances of L1 measurement result to gNB via RRC message as configured by gNB. 
[bookmark: _Toc166230362]RAN2 supports the logging of L1 measurement results at UE, and UE reports the logged multiple instances of L1 measurement result to gNB via RRC message as configured by gNB. 

In addition, in our view, the immediate MDT framework should be taken as the basis for enhancements to support the report of logged L1 measurement result for AIML based BM with gNB-sided model. This is because Rel19 focuses on use cases focus on RRC connected state, thus the training data collection should also focus on the measurement performed by UE in RRC connected state. 
· In immediate MDT, gNB configures the UE to perform measurement and report in RRC CONNECTED state via RRCReconfiguration message, the report can be periodic, event based, or on demand. 
· In logged MDT, gNB confiures the UE to perform measurement in RRC INACTIVE/IDLE state via LoggedMeasurementConfiguration message. Then gNB retrieves the logged measurement result from UE via UEInformationRequest message when UE enters RRC CONNECTED state again.
[bookmark: _Toc166230363]Following the immediate MDT framework, gNB configures UE to perform L1 measurement logging and report via RRCReconfiguration Message, and the report can be periodic, event-based, and on-demand.

Furthermore, in the context of event-driven reporting for training data, such as logged L1 measurements, for AIML based BM, we believe RSRP threshold-based event should be considered. For example, a gNB may be interested to train an AIML model that is capable of beam prediction if UE is at the center of the serving cell, at the edge of the serving cell, or in between. Depending on the gNB’s interest, UE can be configured to start/stop data collection if the measured beam/cell level RSRP is below/above certain threshold. 
[bookmark: _Toc163078253][bookmark: _Toc166230364][bookmark: _Toc163078254]For AIML based BM with gNB-sided model, UE may start/stop training data collection/report (e.g., logged L1 measurement) according to RSRP threshold-based event, e.g., the measured RSRP is above/below a threshold.


2.3	Training data collection for AIML based POS with LMF-sided model
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning          
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning    
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning



	5	For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
6	For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3   .



(1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning. It is only for UL based direct positioning.
Among the 1st priority sub use cases (case 3b, case 3a) for AIML based POS with gNB/LMF-sided model, it has been RAN2’s assumption that the specification impacts mostly lie in NRPPa protocol which is up to RAN3. In the meanwhile, we notice that in the RAN1 last meeting, RAN1 assumes the training data (e.g., label and time stamp) for sub use case 3b can be generated by PRU and how the training data is transferred from PRU to NW is out of RAN1 scope. 
From RAN2 point of view, since case 3b is related to LMF-sided AIML model, it seems natural for LMF to collect the required training data (e.g., label and time stamp) from PRU via LPP protocol. 

	Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



[bookmark: _Toc166230365]For (case 3b) NG-RAN node assisted positioning with LMF-side model, RAN2 supports LMF collecting training data (e.g., label and time stamp) from PRU via LPP protocol.


(2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
Although case 2b is considered as 2nd priority according to the WID, from our observation on RAN1 discussion, there is no artificial blocker to 2nd priority sub use cases. Actually, RAN1 is still trying to make progress on 2nd priority sub-use cases in parallel with other 1st priority sub use cases. 
	R1-2401546 Summary#3 AIML-positioning-v018_DCM_after_Thur_offline
Guidance from RAN1 Vice Chairman at Tuesday online session
On how to handle 1st and 2nd priority sub-cases, Xiaodong gave the following guidance verbally. 
The principle is that progress of 1st priority cases is not hindered by 2nd priority cases. RAN1 does not have any artificial blocker to 2nd priority sub-cases. 



	Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.



From RAN2 point of view, to keep the same pace with RAN1, it is suggested to consider both 1st and 2nd priority sub use cases for AIML based positioning. 
[bookmark: _Toc163159722][bookmark: _Toc165900284]In RAN1 discussion, 2nd priority sub use case (e.g., case 2b) is under discussion in parallel with other 1st priority sub use cases.
[bookmark: _Toc163159740][bookmark: _Toc166230366]RAN2 is suggested to consider both 1st and 2nd priority sub use cases for AIML based positioning.

For (case 2b) UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning, RAN1 has made assumption in their last meeting that the training data including channel measurements, label, and time stamp, can be generated by PRU or non-PRU UE with estimated location. It seems also straight forward for LMF to collect the required training data via LPP protocol.

[bookmark: _Toc163159745][bookmark: _Toc166230367]For (case 2b) UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning, RAN2 supports LMF collecting training data (e.g., channel measurements, label and time stamp) from PRU and non-PRU UE via LPP protocol.

In terms of the principles for reporting of the training data from PRU/non-PRU UE to LMF, we believe similar principle compared to training data collection in AIML based BM could apply. 
For instance, the PRU/non-PRU UE could log multiple instances of channel measurements associated with a ground truth label and a time stamp, then UE could report multiple logged instances in one LPP message to LMF. The LPP message conveying the collected training data could be triggered periodically, event-based and on-demand. W.r.t event-based report, we believe area-based event can be considered. For example, a LMF may be interested to train an AIML model that is capable of determine UE location if UE is within an area of interest (e.g., in a campus, or in a factory). Therefore, UE can be configured to start/stop data collection if the UE moves into or outside the area of interest.

[bookmark: _Toc166230368]For AIML based positioning with LMF-side model (case 2b, 3b), RAN2 supports the logging of measured training data (e.g., channel measurements, label, time stamp) at PRU/non-PRU UE, and the logged multiple instances of measured training data is reported to LMF via LPP message as configured by LMF. 
[bookmark: _Toc166230369]The LPP message conveying the measured training data can be reported from PRU/non-PRU UE to LMF periodically, event-based, and on-demand.
[bookmark: _Toc166230370][bookmark: _Toc163078255]For AIML based positioning with LMF-side model (case 2b, 3b), PRU/non-PRU UE may start/stop training data collection/report according to area-based event, e.g., the UE moves in or leaves an area

In addition, SA2 has sent an LS to RAN1 and RAN2 [R2-2404143], requesting some clarification on Direct AI/ML positioning use cases 2b and 3b. Considering the content of data required for training and inference are discussed and will be decided in RAN1, there is no action point from RAN2 perspective in our understanding. 
	R2-2404143:
With this context, SA2 would seek clarification from RAN1 and RAN2 on the following questions: 
1. What data to be collected for ML model training for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG? 
2. What data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG?



[bookmark: _Toc166230371]RAN2 acknowledges the progress in SA2 but do not need to respond the LS from SA2 in R2-2404143.
3	Conclusion

Based on the discussion above, we observe:
Observation 1	Training data collection for all use cases has relaxed latency requirement (e.g., minutes, hours, days, or no latency requirement) and can be transmitted in best effort manner over air interface.
Observation 2	Legacy CSI report conveying L1 measurement result is used for instant transmission parameter adaptation of stringent latency requirement.
Observation 3	In RAN1 discussion, 2nd priority sub use case (e.g., case 2b) is under discussion in parallel with other 1st priority sub use cases.


Based on the discussion above, we propose:

Proposal 1	RAN2 prioritizes the discussion on training data collection over CP. FFS the training data collection over UP.
Proposal 2	Considering the relaxed latency requirement, the training data transmission in the UL should be of lower priority than at least SRB1.
Proposal 3	RAN2 supports the logging of L1 measurement results at UE, and UE reports the logged multiple instances of L1 measurement result to gNB via RRC message as configured by gNB.
Proposal 4	Following the immediate MDT framework, gNB configures UE to perform L1 measurement logging and report via RRCReconfiguration Message, and the report can be periodic, event-based, and on-demand.
Proposal 5	For AIML based BM with gNB-sided model, UE may start/stop training data collection/report (e.g., logged L1 measurement) according to RSRP threshold-based event, e.g., the measured RSRP is above/below a threshold.
Proposal 6	For (case 3b) NG-RAN node assisted positioning with LMF-side model, RAN2 supports LMF collecting training data (e.g., label and time stamp) from PRU via LPP protocol.
Proposal 7	RAN2 is suggested to consider both 1st and 2nd priority sub use cases for AIML based positioning.
Proposal 8	For (case 2b) UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning, RAN2 supports LMF collecting training data (e.g., channel measurements, label and time stamp) from PRU and non-PRU UE via LPP protocol.
Proposal 9	For AIML based positioning with LMF-side model (case 2b, 3b), RAN2 supports the logging of measured training data (e.g., channel measurements, label, time stamp) at PRU/non-PRU UE, and the logged multiple instances of measured training data is reported to LMF via LPP message as configured by LMF.
Proposal 10	The LPP message conveying the measured training data can be reported from PRU/non-PRU UE to LMF periodically, event-based, and on-demand.
Proposal 11	For AIML based positioning with LMF-side model (case 2b, 3b), PRU/non-PRU UE may start/stop training data collection/report according to area-based event, e.g., the UE moves in or leaves an area
Proposal 12	RAN2 acknowledges the progress in SA2 but do not need to respond the LS from SA2 in R2-2404143.
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