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1	Introduction
This paper discusses aspects on the functionality required for A-IoT devices, including security related questions to SA3, the need for resource allocation, segmentation/reassembly (pending RAN1 progress), QoS handling, higher layer repetition, BSR and SR. Note that in parts where referring to “Reader”, this would apply to either a gNB or an Intermediate node as Reader, described in SID and elsewhere.
[bookmark: _Ref178064866]2	Discussion
2.1	 Current Agreements
RAN2 has made the below relevant agreements in RAN2#125-bis
Agreements (AI 8.2.2 Stage 2 General aspects)
1. Unless explicitly stated all agreements apply to all device types and for both topologies.  
1. From RAN2 perspective, the aim is that the design on the interface between reader and A-IoT device is common for topology 1 and topology 2.  
1. RAN2 will support two use cases, “inventory” and “command”.  The definition, detailed wording is FFS
1. Baseline procedure:
Step A: Based on the service request, the reader sends the Initial Trigger Message indicating device(s) that need to respond; Details FFS
Step B: Triggered device(s) performs the random access-like procedure, if needed; Details FFS
Step C: The device may perform the data communication with the reader as needed,: Details FFS
1. We will study the support of both “inventory” and “command” in the same procedure.  
1. FFS if Initial Trigger Message can also include “command”.  
1. RAN2 will continue the study of ambient IoT assuming no support of AS security until SA3 provides further input.   


Agreement (AI 8.2.3.2 User Plane)
1 SDAP is not supported for UP protocol stack. 
2 PDCP layer is not needed.  FFS how to handle AS security (if needed pending SA3 dicsussion) and any other really needed functionalities.  
3 RLC layer is not needed.   FFS how to handle segmentation (if needed and depending on RAN1 design and upper layer packet size).  RAN2 considers segmentation and reassembly would add complexity, however further discussions are needed.  
4 No HARQ and RLC AM
5 FFS about the level of visibility required by the reader and what information is necessary for AS layer operations.
6 RAN2 assumes that no per-packet QoS and no per-QoS flow is supported at AS level (for both UL/DL).  FFS how to handle the general QoS requirements from SA2

Agreement (AI 8.2.5 Random Access)
1. RAN2 confirms slotted-ALOHA is the baseline for Ambient IoT random access 
1. We will study the support for access triggering for a single device, group of devices, or all devices.    RAN2 to discuss the contention-based and contention-free access procedures and detailed solutions. 
1. Random Access is triggered by the reader 
1. Reader provides the information that the device needs to respond to the random access trigger.  FFS what those parameters are
1. Study the solution and benefits of both 2-step like random access procedure and 4-step like random access procedure.  FFS the details on each procedure and how we call it.  
1. Handling of contention resolution failure and access failure at the device will be studied in RAN2, including failure detection and re-access.  FFS details
1. For the very first access message from the device to reader in random access an ID is included.  RAN2 to discuss whether a temporary identifier is included, or the permanent device ID is included (considering other WGs input as well).   

Agreement for CP aspects
1. RRC connection management is not supported.  FFS how the resource configuration is provided to the device (if needed based on RAN1 progress)
2. RRM L3 measurement reporting is not supported by Ambient IoT devices.
3. RAN2 assumes, AIoT devices are not required to support ASN.1 encoding/decoding.
4. Periodical System information and MIB are not supported by AIoT devices. This doesn’t preclude any RAN1 defined broadcast signals.   
5. RAN2 assumes that RRC layer is not necessary between the reader and the device.   RAN2 will continue to study the functionalities required and later discuss whether we will have: 1) a new AS protocol on top of A-IoT MAC layer; or 2) A-IoT MAC 
2.2	Protocol stack and RAN awareness.
2.2.1	UP
In the last RAN2 meeting it was agreed that SDAP, PDCP, and RLC will not be supported for A-IoT as in NR; nevertheless, it is still FFS whether and how functionalities typically associated to these layers should be supported. Specifically, AS security and segmentation.
In our understanding, this does not mean that functionality provided by the currently excluded protocol layers (c.f. NR), if needed, would necessarily be supported by MAC. Additionally, a separate layer may be defined, as features are FFS pending agreements in RAN2 and in other working groups (RAN1, SA3 and other). For the time being we propose to assume only PHY and MAC will be the layers in the UP-protocol stack.
[bookmark: _Toc166174813]Previous agreement on not supporting SDAP, PDCP, RLC does not prevent the definition of a new layer in the UP-protocol stack above MAC.
[bookmark: _Toc166174822]Only PHY and MAC layers are studied for UP protocol stack until other work groups indicate the need of AS security or segmentation.
The resulting baseline UP protocol stack is shown in Figure 1. 
[image: ]
             
Figure 1: User plane protocol stack for A-IoT
2.2.2	CP
In the last meeting it was agreed that it will not include RRC connection management, periodic System Information and that A-IoT devices will not support ASN.1 encoding/decoding.
If we assume that MAC will handle the set of functions (denoted as “MAC functions”) typically part of MAC also in legacy, (e.g.: random access procedure, handling of logical channels or padding) there is still several functions for which an entity needs to be defined.
The functions (denoted as “Device Control” functionality) currently at hand are:
· Handling of the inventory procedure at RAN level (i.e.: triggering multiple RA procedures, selecting the appropriate configuration for it, and determining when to terminate the inventory procedure)
· Delivery of PDUs from/to upper layers (e.g.: NAS)
· Delivery of data (e.g.: DL command and reply use case)
· Control signalling to one group or a specific device (as needed)
· Handling of AS identity (if needed)
In principle these “Device Control” functions could be incorporated with the MAC layer or alternatively separated into a different, upper layer, similar to what the RRC layer is in legacy NR. Both options have pros and cons that should be studied in RAN2.
Both “Device Control” and “MAC” functions will require control elements. In legacy MAC they are encoded through LCID code points, and in legacy RRC they are handled by ASN.1 encoding. As a result, we can imagine the method used for the “Device Control” signalling will be similar to the one used in MAC since ASN.1 UPER encoding will not be supported. If the number of needed “MAC” and “Device Control” control elements will be  and respectively, having them in separate layers will require an overhead of at least  bits to encode (+1 to handle a dedicated logical channel directed to the upper layer), while if they are all handled by the same layer, they would require an overhead of . In general, handling control elements in a single layer will require a lower number of bits.
[bookmark: _Toc166174814]Merging the “MAC” and “Device Control” functionalities in a single layer implies a smaller overhead in terms of encoding of control elements.
In terms of complexity, having many functions in the MAC will increase layer complexity. Since this would cause a considerable re-design of MAC layer on network side as functions that typically are handled by RRC would be placed into MAC, whereas separating functional responsibility could simplify the design and specification of layers.
[bookmark: _Toc166174815]Merging the “MAC” and “Device Control” functionality in a single layer implies a higher complexity in terms of modelling and lower reusability of network-side implementation of such layer.
[bookmark: _Toc166174823]Study the pros and cons of merging “MAC” and “Device Control” functions into a single layer or in multiple layers.
The CP protocol stack as discussed above is shown in Figure 2.
[image: ]
[bookmark: _Ref165885617]Figure 2: Control plane protocol stack for A-IoT
2.2.3	Context awareness.
In our view, A-IoT services including inventory or command are initiated/triggered by CN/application by nature. It thus makes sense to deploy and configure A-IoT (NAS like) in an end-to-end manner, i.e., information and signalling is exchanged between devices and CN/Application directly. This in turn may also lead to less AS complexity while meeting security standards as set for 5GS. In any case, this should be part of the RAN2 study and be included in liaisons with other working groups.
The above can result the following observations:
[bookmark: _Toc166174816]As A-IoT services are initiated/triggered by CN/application by nature, it would be beneficial to keep RAN transparent as much as possible, i.e. study design aspects with E2E signalling in mind.

[bookmark: _Toc166174824]RAN2 study includes a consideration for an E2E communication between device(s) and CN. Information visible at the Reader, if deemed necessary, should be kept at a minimum in this assumption.
In addition, whether Inventory request message shall be transparent to Reader needs to be discussed and studied.
What information is required in the Reader for A-IoT depends very much on the level of transparency at the Reader, for example statically configured by NGAP/NAS vs signalling per procedure/session. We believe that, at least as a minimum set of information, the Reader need know message-/service type (e.g., Inventory or command etc), device information (e.g., group ID, device ID, number of target devices/all devices etc) and possibly also device capabilities (e.g., whether device support frequency shift).
[bookmark: _Toc166174825]Study whether Reader is aware of the below information:
a. [bookmark: _Toc166174826]Message and service type (e.g., inventory or command etc)
b. [bookmark: _Toc166174827]Information on targeted devices (e.g., group ID, device ID and number of devices)
c. [bookmark: _Toc166174828]Device capabilities (e.g., device type (1, 2a or 2b) and/or whether device supports frequency shift)
d. [bookmark: _Toc166174829]FFS other information.
2.2	Security aspects
Security and privacy for A-IoT is required as can be seen in 5GS in TS 22.369 (clause 5.2.6). Therefore, the A-IoT study in TSG RAN should also assume the availability of mechanisms to protect the privacy of information (e.g., location and identity) as well as mechanisms to protect unauthorized access of 5GS (resources). Therefore, RAN2 can also assume privacy protection for both user data and control signaling related to or associated with a data session for A-IoT within the 5G NR system exist.

RAN2 has agreed the assumption to “..continue the study of ambient IoT assuming no support of AS security until SA3 provides further input.”
RAN2 have thus started RAN WG studies assuming existence of “NAS security”, i.e., means to authenticate an A-IoT device and to establish a secured communication between the A-IoT device and the 5G network is provided by the CN. By that, both network and devices are assumed protected from misbehaving devices and attackers. Whether AS security is needed is then only dependent on the mechanisms available for protecting user data (e.g., for command use case), e.g., whether user data is delivered via a user plane path (UP solution) or as part of a control signaling (CP solution) and what requirements exist for this. 

Note that the usage of terms like “NAS security”, “AS security”, “UP” and “CP” may need to be (re-)discussed and defined in the context of A-IoT.
Similarly, as an A-IoT device is limited in capability applicable security mechanisms and 5GS architecture might need to be revisited. RAN2 should consult SA3 about the basic assumption on security, i.e., whether A-IoT devices of different types are capable of authentication, NAS security, AS security, etc., and the need for one or more including details to that.

[bookmark: _Toc163201868][bookmark: _Toc166174817]RAN2 should assume the availability of security protection for both user data and associated control signalling for A-IoT. Coordination with SA3 is necessary.
[bookmark: _Toc166174830]All in all, security aspects affecting RAN2 study and design needs to be timely available. Therefore, it is necessary to liaison with SA3 informing them of RAN2 expectations and assumptions.

[bookmark: _Toc163202165][bookmark: _Toc166174831]Send a LS to SA3 and SA2 indicating RAN2 assumptions, expectations, and questions on the need for AS security including authorization ans authentication.
2.3	Resource allocation
Upon triggering of an inventory procedure or a command signalling (e.g., received from the CN or AF), the reader needs to trigger a query/inventory procedure (e.g., trigger message, random access parameters, scheduling info etc) towards the intended devices. During the procedure, the reader is expected to provide resource allocation to devices for their UL transmissions.
The resource allocation mechanisms would be different for CBRA and CFRA. The first would allow the access of a device to a random resource out of a larger pool of resources (i.e., randomly selecting a slot instead of a preamble as in legacy), the second would allow the direct scheduling of the device in a dedicated resource, like what happens in NR when an UL grant is provided.
In case of CBRA the device needs to be informed about the pool of resources it can choose randomly from. With the current agreements that at least slotted-ALOHA is supported, this information should at least include the number of slots that are available and possible the offset in time of the first eligible slot. A slot duration can be flexible given that RAN1 agreed to study asynchronous operation as the baseline. 
[bookmark: _Toc166174832]For a CBRA procedure, the reader provides in DL signalling at least pool, or set of resources, from which devices can randomly select their UL transmission resource. 
For CFPR, the reader needs to provide dedicated resources to the target devices (one or multiple).
[bookmark: _Toc166174833]For a CFRA procedure, the reader must provide dedicated resources to a specific device.
2.4	QoS requirements
Despite per-flow or per-packet QoS being ruled out in the last meeting, there is still a number of aspects that RAN2 may need to consider in the Study.
Delay aspects have been discussed in RAN2#125bis. Companies have different understandings on whether certain mechanisms need to be considered in RAN2 to assist a device to meet a delay requirement. Since there is clear latency requirement for A-IoT in SA1 [4], we think it is necessary to some level consider how to tackle latency in RAN2 design. In addition, RAN1 has ongoing discussion on latency in their evaluation.
[bookmark: _Toc166174818]There is delay requirement in SA1 for A-IoT.
[bookmark: _Toc166174819]RAN1 has ongoing studies on latency evaluation.
It has been argued that devices would be limited to perform sequential transmissions/accesses like what is done in RFID (c.f. “rounds). In our view both continuous access (i.e. attempts within a “round”) and access across “rounds” is part of the study and neither should be excluded at this time. In that, there may be latency aspects that should be considered (e.g. inventory duration) depending on use cases and requirements etc. 
Moreover, it is important to define what latency means exactly since depending on this definition different optimizations may be adopted. A possibility is that the latency requirement is referred to the time each device has to wait before its own command or inventory is completed. Alternatively, latency may refer to the time to complete the whole inventory procedure or command execution for all involved devices (i.e., when is the last device inventoried, inventory procedure duration, etc.).
In RAN2#125bis, RAN2 agreed that “no per-packet QoS and no per-QoS flow is supported at AS level (for both UL/DL).  FFS how to handle the general QoS requirements from SA2”.
In any case given the discussion above, for latency reduction RAN2 can put reasonable efforts on two aspects:
1) Reader scheduling/query of devices considers devices’ waiting time to prioritize devices with longer waiting time;[footnoteRef:2] [2:  Details in contribution ”UL multiple access for A-IoT”] 

2) Define actions/rules for devices to prioritize re-access/re-transmission over initial access/transmission, if deemed needed.
For bullet 1), it can be left to Reader implementation without spec impacts although some assumptions can be made.
For bullet 2), RAN2 can study how to achieve this, for example studying mechanisms with dedicated occasions/resources to re-accesses/retransmissions etc. 
in addition, in [4], some related requirements relative to the inventory use case (reported below for simplicity) can be found.
Table 6.2-1 KPIs for inventory 
	Scenarios
	Max. allowed end-to-end latency
	Communication service availability
	Reliability
	User-experienced data rate
	Message size
	Device density
	Communication range (Note 1)
	Service area dimension
	Device speed
	Transfer interval
	Positioning service latency
	Positioning service availability
	Positioning accuracy
	Remark

	Inventory or asset management
	Typically, seconds level

	99%
	NA
	<2 kbit/s
	96/256 bits
	<1.5 million devices/km²
indoor only
(Note 2)
	30 m – 50 m indoor,
200 m - 400 m outdoor
	1 km² – 10 km²
	3 km/h – 10 km/h
	NA
	NA
	NA
	3 m indoor,

cell-level outdoor
	

	NOTE 1: The communication range is the communication distance between the ambient IoT device and the 5G network or between the ambient IoT device and an ambient IoT capable UE.
NOTE 2: The device density is much lower in outdoors as only a subset of assets (e.g., stored indoors) will be in transit, and a much larger area for transit applies.



The most relevant requirements, with a suggested methodology to evaluate or guarantee their satisfaction are:
· Connection density (and service area dimension): With those two requirements we can determine the maximum number of devices that should be supported in a single reader coverage area, and thus that the inventory procedure should be able to inventory. This determines a series of design choices regarding the CBRA procedure or potentially the numerologies of other identifiers.
· Reliability: Currently there is no reliability requirement from SA2 in terms of percentage of intended device that are correctly inventoried. Nevertheless, it is good if RAN2 assess this KPI to determine the quality of the proposed solutions. This KPI will depends on the BLER performance at cell edge (estimated by RAN1), the collision probability and potentially whether re-attempts are allowed or not. Notice that the “communication service” may be interpreted as a SA2 requirement on the percentage of intended devices that should be inventoried correctly at the end of the procedure.
· Communication service availability: this is defined in SA2 as the fraction of time where the service is provided while fulfilling the requirements. This may be interpreted in several ways, for instance that a packet should be delivered within the end-to-end maximum latency at least 99% of the times, or that a packet should be delivered successfully 99% of the times after all the possible re-attempts. This may suggest that when doing evaluations about, for instance, latency, we should consider the 99-th percentile to be lower than the maximum. At the same time this may be used to define the maximum number of attempts in order to meet the success rate.
Furthermore, the reliability and end-to-end latency requirements are intertwined so that a decision based on latency (e.g.: maximum number of slots per round) may impact reliability (e.g.: higher collision rate) and vice versa. Any evaluation and design choice should be made considering both KPIs jointly.
[bookmark: _Toc166174834]RAN2 to consider QoS aspects and requirements on latency (per device, per procedure) including reliability, connection density and communication service availability in evaluating alternative solutions.  
2.6	SR and BSR
In NR legacy, SR is L1 signalling for a UE to indicate a resource scheduling request to the gNB. We see it is beneficial to support SR for A-IoT devices, so that a device can indicate the need of resources to the Reader upon arrival of UL data. This is both beneficial to support device 2c and pave the way for future extension for other use cases/traffic scenarios. However, as RAN1 has agreed to support/study only data physical channels, one is limited to an implementation of SR using MAC signalling, e.g., a control PDU or a MAC CE. This assumes that devices can be pre-configured with a small size persistent grant (for the transmission of a SR) or as part of MSG1 including a payload. 
[bookmark: _Toc166174835]Study support of Scheduling Request in MAC
Similarly, BSR is also beneficial to be supported. A device can provide more accurate resource allocation from the reader via BSR. BSR in NR comprises status information for up to N logical channel groups, which is unnecessary for A-IoT. 1-byte short BSR like information is sufficient for A-IoT.  
[bookmark: _Toc166174836]Study support of a short BSR in MAC.
2.7	Repetition
RAN1 has made the below agreement regarding repetition in RAN1#116bis:
Agreement
Study D2R transmission in the physical layer using repetition
· Note: Discussions regarding higher-layer repetitions are up to RAN2.

Repetition as one function to improve transmission reliability needs to be studied and supported. In addition, repetition can be interpreted as a form of a retransmission mechanism. This is an important aspect to note, especially given RAN2 has agreed to not support HARQ and ACK for A-IoT. We think higher layer repetition can be implemented in MAC if to be supported. Like NR, a device can be informed by a Reader via e.g., a L1 or L2 signaling.
[bookmark: _Toc166174837]Study the need for retransmissions and repetition in MAC or in a new AS layer above MAC.
2.8 Other MAC aspects
[bookmark: _Toc162964034][bookmark: _Toc162964016][bookmark: _Toc162964017][bookmark: _Toc162964018][bookmark: _Toc162964019][bookmark: _Toc162964020][bookmark: _Toc162964021][bookmark: _Toc162964022][bookmark: _Toc162964023][bookmark: _Toc162964024][bookmark: _Toc162964025][bookmark: _Hlk161840225]RAN1 has agreed that PHY layer will support PRDCH for DL data transmission, PDRCH for UL data transmission, and not to support a broadcast physical channel (PBCH). This does not necessarily imply a certain set of supported transport channels are concluded for use in the interface between PHY and MAC layers.
In legacy NR the MAC PDUs received from the BCH are processed assuming a transparent MAC PDU format which does not add any overhead information. This is typically used for MIB delivery. In addition, in NR, PCH is used for paging message delivery. Whether the BCH and the PCH is needed would be depending on RAN1 decision.
[bookmark: _Toc166174838]DL-SCH (mapped to PRDCH) and UL-SCH (mapped to PDRCH) is the minimum set of transport channels provided by PHY layer. Whether BCH and PCH are needed is FFS.
[bookmark: _Hlk161840270]The UE should be able to determine if a message received on the shared DL channel is directed to itself or not.
In legacy this is achieved both by having a broadcast transport channel (BCH), or by scrambling the PDCCH associated with a DL transmission using an identifier (RNTI) that the MAC entity in the UE monitors (if the RNTI matches the ones monitored by the UE, the following DL transmission is directed to the UE).
A similar functionality should be supported for A-IoT since the DL channel is also shared, but it may be simplified considering the different transmission scheme. 
[bookmark: _Toc166174839]Study how the A-IoT device determines if a DL transmission in the shared downlink channel (PRDCH) is directed to itself and whether it should be MAC or PHY responsibility.
[bookmark: _Toc70424553][bookmark: _Ref189046994]In the previous meeting some companies proposed the concept of not having octet aligned MAC PDU (or upper layer SDUs). It may be that the amount of control information to be sent is very low, just a few bits. In such case it might be beneficial to avoid octet alignment to avoid padding bits.
This discussion of course depends on how flexible and generic the TBS allocation is expected to be, also in future extensions.
Nevertheless, typically the length of a SDU is given in octet in NR. Avoiding octet-alignment means that now the length should be given in bits, which would increase the amount of signaling bits for indicating the TBS size.
If we take as an example the MAC subheader format and if we imagine that a 4-bit LCID field would be sufficient to encode all possible MAC CEs we can imagine the following cases:
· Fixed length or implicit length MAC SDU:
· Bit-alignment: 4 bit LCID + 1 bit for future extension (5 bit)
· Octet alignment: same fields plus 3 unused bits
· Variable length MAC SDU up to X bytes
· Bit-alignment: 4 bit LCID + 1 bit for future extension +  length field
· Octet alignment: 4 bit LCID + 1 bit for future extension +  length field rounded to next multiple of 8
· As a result, depending on the expected maximum MAC SDU size, one method may be better than the other as shown in Figure 1 and it is not obvious at this stage which one.
[image: ]
[bookmark: _Ref165375952]Figure 3: Example of MAC subheader size with or without octet alignment
[bookmark: _Toc166174820]It is not obvious, without other assumptions, to determine if bit-alignment would lead to a more efficient MAC PDU encoding than octet-alignment.
Moreover, considering device limitations, memory works by addressing words of various length, typically a byte. Therefore, it might create excessive complexity on device side to have bit-aligned buffers and stored data.
Also, current network design assumes octet alignment. Changing this may create excessive implementation effort on network side. 
[bookmark: _Toc166174821]Bit-alignment may cause excessive complexity and implementation effort on both device and network size due to the normal functioning of memory and existing implementations.
[bookmark: _Toc166174840]Assume MAC PDUs are octet-aligned like in NR as a base line in the study.
3	Conclusion
In the previous sections we made the following observations: 
Observation 1	Previous agreement on not supporting SDAP, PDCP, RLC does not prevent the definition of a new layer in the UP-protocol stack above MAC.
Observation 2	Merging the “MAC” and “Device Control” functionalities in a single layer implies a smaller overhead in terms of encoding of control elements.
Observation 3	Merging the “MAC” and “Device Control” functionality in a single layer implies a higher complexity in terms of modelling and lower reusability of network-side implementation of such layer.
Observation 4	As A-IoT services are initiated/triggered by CN/application by nature, it would be beneficial to keep RAN transparent as much as possible, i.e. study design aspects with E2E signalling in mind.
Observation 5	RAN2 should assume the availability of security protection for both user data and associated control signalling for A-IoT. Coordination with SA3 is necessary.
Observation 6	There is delay requirement in SA1 for A-IoT.
Observation 7	RAN1 has ongoing studies on latency evaluation.
Observation 8	It is not obvious, without other assumptions, to determine if bit-alignment would lead to a more efficient MAC PDU encoding than octet-alignment.
Observation 9	Bit-alignment may cause excessive complexity and implementation effort on both device and network size due to the normal functioning of memory and existing implementations.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Only PHY and MAC layers are studied for UP protocol stack until other work groups indicate the need of AS security or segmentation.
Proposal 2	Study the pros and cons of merging “MAC” and “Device Control” functions into a single layer or in multiple layers.
Proposal 3	RAN2 study includes a consideration for an E2E communication between device(s) and CN. Information visible at the Reader, if deemed necessary, should be kept at a minimum in this assumption.
Proposal 4	Study whether Reader is aware of the below information:
a.	Message and service type (e.g., inventory or command etc)
b.	Information on targeted devices (e.g., group ID, device ID and number of devices)
c.	Device capabilities (e.g., device type (1, 2a or 2b) and/or whether device supports frequency shift)
d.	FFS other information.
All in all, security aspects affecting RAN2 study and design needs to be timely available. Therefore, it is necessary to liaison with SA3 informing them of RAN2 expectations and assumptions.
Proposal 5	Send a LS to SA3 and SA2 indicating RAN2 assumptions, expectations, and questions on the need for AS security including authorization ans authentication.
Proposal 6	For a CBRA procedure, the reader provides in DL signalling at least pool, or set of resources, from which devices can randomly select their UL transmission resource.
Proposal 7	For a CFRA procedure, the reader must provide dedicated resources to a specific device.
Proposal 8	RAN2 to consider QoS aspects and requirements on latency (per device, per procedure) including reliability, connection density and communication service availability in evaluating alternative solutions.
Proposal 9	Study support of Scheduling Request in MAC
Proposal 10	Study support of a short BSR in MAC.
Proposal 11	Study the need for retransmissions and repetition in MAC or in a new AS layer above MAC.
Proposal 12	DL-SCH (mapped to PRDCH) and UL-SCH (mapped to PDRCH) is the minimum set of transport channels provided by PHY layer. Whether BCH and PCH are needed is FFS.
Proposal 13	Study how the A-IoT device determines if a DL transmission in the shared downlink channel (PRDCH) is directed to itself and whether it should be MAC or PHY responsibility.
Proposal 14	Assume MAC PDUs are octet-aligned like in NR as a base line in the study.
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