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1. [bookmark: _Ref521334010]Introduction
In last RAN2#125bis meeting [1], the following agreements have been achieved, and an email discussion was raised for further clarification:
=>	need to better define what is control of data collection in MNO and visibility of data content in MNO.  
=>	understanding is that OTT is outside of MNO
[bookmark: _Hlk164405640][POST125bis][020][AI/ML PHY] UE side data collection (Mediatek)
1 	Intended outcome: Discuss new table capturing solution details and discussion on control and visibility, privacy.  
2 	Deadline:  two weeks
Based on the summary of the email discussion, in this contribution we further discuss the RAN2 impacts of different solutions, and the detailed mechanism for the UE-side model training data collection per use case.
2. Further analysis on solutions
Some related proposals in Email discussion RAN2#125bis-[020]
Inside/outside MNO’s network
Proposal 2: [26/28] For solution 1a the server for training data collection for UE-side models is outside of MNO’s network and is therefore classified as an OTT server. From RAN2 perspective, solution 1a is outside the scope and has no specification impact. 
Proposal 3: RAN2 discuss for solution 1b, whether the server for training data collection for UE-side models can be inside or outside MNO’s network. 
Proposal 4: [23/28] RAN2 assumes that for solution 2, the server for training data collection for UE-side models can be inside MNO’s network. FFS on outside MNO’s network.
Proposal 5: [21/28] RAN2 assumes that for solution 3, the server for training data collection for UE-side models can be inside MNO’s network. FFS on outside MNO’s network.
 Termination Entity
Proposal 8: [29/31] For solutions 2 the first termination entity of UE-side training data collection is inside the CN.
Proposal 9: [29/31] For solutions 3 the first termination entity of UE-side training data collection is the OAM.
 Protocol layer for data transfer
Proposal 20: [28/31] In solution 1a) and 1b) the data transfer from the UE to the server for training data collection for UE-side models is through the application layer, utilizing a UP tunnel for transmission.
Proposal 21: [20/31] In solution 2, RAN2 assumes that data transfer from the UE to the CN, is through a CP tunnel for transmission as a starting point provided that the data volume remains within the CP signaling capacity. FFS on detailed signaling and mechanism.
Proposal 22: [25/31] In solution 3, the baseline method for data transfer from the UE to OAM via RAN node is through the RRC layer, utilizing a CP tunnel for transmission provided that the data volume remains within the RRC signaling capacity.
Descriptions in TR38.843
In TR38.843 [2], the UE-side data collection is generally described as below:
	7.2.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
1. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.

1. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.


[bookmark: OLE_LINK3][bookmark: OLE_LINK4]All 3 proposals above are related to the data collection to OTT server (i.e., server for UE-side data collection). Other possibilities are mentioned in the use case specific section 7.2.3 and 7.2.4 in TR38.843:
For BM use case:
	·  Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server.
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
· Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


For Pos use case:
	· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server. 
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group.
· Note: RAN2 identified the case in which LMF may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


Further analysis
1) Solution 1a/1b
From the email discussion, it is agreed by most companies that solution 1a is outside the scope and has no specification impact. But for solution 1b, there appears to be significant confusion and a lack of agreement on whether the server for UE-side data collection is inside or outside MNO’s network. But there is another easy agreed proposal 20 that for solution 1b), data transfer from the UE to the server for UE-side data collection is through the application layer, utilizing a UP tunnel for transmission. Therefore, even in a non-3GPP transparent manner, the data is "directly" transferred to the server for UE-side data collection, we believe the spec impact of solution 1b is the responsibility of  other WG(s), e.g. SA2 or SA5, and it has no spec impact on RAN2.
Proposal 1: RAN2 to confirm the spec impact of solution 1b is the responsibility of other WG(s), e.g. SA2 or SA5, and it has no spec impact on RAN2.
2) Solution 2/3
From the email discussion, for solution 2 and 3, the server for UE-side data collection can be inside or outside MNO’s network. And the server for UE-side data collection can be CN for solution 2 and OAM for solution 3. Since the second step of “data transfer from CN/OAM to the server for training data collection for UE-side models” may need additional interface between the server and CN/OAM and is outside the scope of 3GPP, we could only discuss on the first step: “ training data collection from UE to CN/OAM”.
The above easy agreed proposals could align with the comprehensive descriptions in different sections of TR38.843 [2]. For solution 2, CP tunnel (NAS or LPP) signaling is considered as the starting point, and for solution 3, RRC layer CP tunnel signaling is considered as the starting point.
Proposal 2: Since the second step of solution 2/3 “data transfer from CN/OAM to the server for UE-side models” may need additional interface between the server and CN/OAM and is outside the scope of 3GPP, RAN2 mainly focus on the first step: “ training data collection from UE to CN/OAM”.
3. CN/OAM data collection mechanisms per use case
UE-side model training data collection for Pos use case
[bookmark: _GoBack]RAN1 achieved some agreements about NW(LMF) side model inference in RAN1#116 meeting, and this report content could also apply for training data collection due to the assumption made by RAN1:
	Measurement report for LMF-side model inference (implicitly impact data collection for training)


So LMF should be the (first) termination entity of Pos case 2b and 3b.
For UE/gNB-side model data collection for training, RAN1 has the similar assumption, and the report content could be apply for both data collection of inference and training:
	Report from gNB/UE-side model’s inference output (implicitly impact data collection for training)


So at least for Pos use case, in order to standardize the process flow among different cases and among different LCM steps (e.g. inference, training), LMF should be the (first) termination entity of training data collection of both UE side model training and gNB/LMF side model training, at least inside the 3GPP system. Whether LMF will transfer the training data to a server outside 3GPP system is out of RAN2 scope for positioning use case.
Proposal 3: For Pos use case, LMF could be the first termination entity of training data collection of UE side model training to align with the process flow of NW side training data collection for positioning use case, at least inside the 3GPP system.
The legacy mechanism of LPP could be reused to carry the report content. Take case 2a for example. For model inference/training, RAN1 has the agreements as below:
	Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.


Since the legacy LPP message of “ProvideLocationInformation” is used by the target device to provide positioning measurements or position estimates to the location server, so for case 2a, it seems reasonable to reuse the legacy report content in this message:
· For NR DL-TDOA positioning, the nr-RSTD and nr-los-nlos-Indicator in nr-DL-TDOA-ProvideLocationInformation in ProvideLocationInformation message can be reused;
· For NR Multi-RTT positioning, the nr-UE-RxTxTimeDiff and nr-los-nlos-Indicator in nr-Multi-RTT-ProvideLocationInformation in ProvideLocationInformation message can be reused.
Proposal 4: For Pos use case, reuse legacy report content in LPP message for UE-side model training data collection from UE to LMF.
UE-side model training data collection for BM use case
If the training of a NW side model is to be performed at the network side node, then we think the similar data collection mechanisms/frameworks and principles are also applicable as the data collection for UE side model training. That is, the gNB and OAM centric approaches and the corresponding principles that were agreed in R18 are applicable for collecting data for UE side model training. Since the gNB may lack of the computing power or it is not necessary to act as computation nodes to carry out large-scale AI/ML training, and the data content and format, used for training of UE side model, can be operator-dependent, OAM should be the first termination entity of the training data inside the 3GPP system, at least for e.g. beam management use case.
The legacy mechanism of MDT could be reused with some enhancements. The assistance information (e.g. configuration, scenario) of training data could reuse the MDT configuration mechanism with AI/ML specific enhancements. And for the data logging and report, similar as the analysis in [3]: The immediate MDT (if any) should be enhanced with the data storage capability before reporting, and logged MDT (if any) should be enhanced with the data logging in RRC CONNECTED state.
Proposal 5: For BM use case, OAM should be the first termination entity of training data collection of UE side model training, and MDT mechanism with enhancement could be used for training data collection at least inside the 3GPP system.
4. Conclusion
In this contribution, we provide our views on UE side data collection, and the proposals are summarized as follows:
Proposal 1: RAN2 to confirm the spec impact of solution 1b is the responsibility of other WG(s), e.g. SA2 or SA5, and it has no spec impact on RAN2.
Proposal 2: Since the second step of solution 2/3 “data transfer from CN/OAM to the server for UE-side models” may need additional interface between the server and CN/OAM and is outside the scope of 3GPP, RAN2 mainly focus on the first step: “ training data collection from UE to CN/OAM”.
Proposal 3: For Pos use case, LMF could be the first termination entity of training data collection of UE side model training to align with the process flow of NW side training data collection for positioning use case, at least inside the 3GPP system.
Proposal 4: For Pos use case, reuse legacy report content in LPP message for UE-side model training data collection from UE to LMF.
Proposal 5: For BM use case, OAM should be the first termination entity of training data collection of UE side model training, and MDT mechanism with enhancement could be used for training data collection at least inside the 3GPP system.
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