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1. [bookmark: _Toc18413600][bookmark: _Toc18404533][bookmark: _Toc18403966]Introduction
Rel-19 XR WI in RP-240791 has an objective for RAN2 to study and if justified specify solutions to enhance NR operation for multi-modality in RAN. In this contribution we investigate the possible enhancements that could be supported in RAN to enable an optimised handling of multi-modal traffic within NR. 
2. Multi-Modality support in RAN
In AR/VR applications, multi-modal communication services combine ultra-low latency with high availability/reliability. Multi-modal services are important in AR/VR applications including IoT, Robotics/Telepresence, first responder services in disaster zones, health care, gaming, education etc. 
A typical multi-modal communication can have different modalities affecting the user experience including audio/video data, sensor data, haptic data and feedback etc. Thus, an application involved in such use cases will generate data which will have a considerably different set of requirements. This is illustrated by the example data and the associated requirements noted in the Annex – see [2]. 
When traffic with different QoS requirements is present in RAN, the traffic is mapped to different DRBs. However, RAN should be aware of the associated dependencies between traffic components. These dependencies can be static or dynamic. As an example, the haptic data may be associated with the audio/video information at a high level, such association is worth knowing at the gNB so that the gNB scheduler can take this into account in a) determining the mapping between QoS flows and DRBs and b) in scheduling decisions. On the other hand, the associated synchronization requirements between various components of traffic will need to be reported dynamically during the session to the gNB so that the scheduler can ensure availability of radio resources in time. The mapping of the QoS flows to DRBs is currently done mainly taking into account the end-to-end latency and bit rate targets at RAN. The main question from RAN perspective is whether the synchronization and other dependencies between multi-modal flows result in new requirements for the scheduler (i.e. whether the RAN scheduler can potentially fail to satisfy certain requirements for multi-modal traffic if it is not aware of these requirements). The following scenarios can be considered for analysing this situation: 

Scenario 1: Audio, Video and Haptic data are buffered in DL for a given XR UE with different PDBs
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Figure 1: Comparison between multi-modal aware and non-aware RAN (scenario 1)
As shown in the above figure, in case 1, the RAN is not aware of any synchronization requirements but purely works on the basis of end-to-end delay budget. The delay budget requirements in some scenarios may be much more relaxed compared to the synchronization requirements as shown in the above example. For instance, video in the above example has very tight delay budget (5ms), but the haptic data has a relatively longer delay budget of 70 ms (see Annex). However, once the video packet is delivered, the haptic data needs to be delivered within 15 ms (as otherwise, the relative latency between the video and haptic data is perceptible at the end user and leads to negative user experience). One could argue that in the above scenario, we could simply reduce the PDB of the haptic data (to match that of the video data) to avoid such mis-match. However, it is unclear whether the haptic data will always be associated with the video packet and it is also unclear whether the association link between the haptic and video data is static (e.g. some stimuli may be more critical than other and in some scenarios the haptic data may be associated with other streams (e.g. audio) rather than video). In this case, it is not feasible to guarantee that a static PDB based scheduling can satisfy the synchronization requirements. 

Scenario 2: Haptic data arrives at RAN (in DL) after the associated Video/Audio data has been sent over Uu
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Figure 2: Comparison between multi-modal aware and non-aware RAN (scenario 2)
In this scenario, the associated haptic packet is delivered in DL to RAN node after the corresponding Audio packet has been transmitted over the radio interface. If RAN is unaware of the synchronization requirements in this case, RAN cannot determine that the haptic packet needs to be delivered within 15 ms of the already transmitted associated Audio packet. In this case, even if the PDB of the haptic packet is made same as that of the audio packet (i.e. 20 ms), the scheduler still cannot meet the 15 ms synchronization target unless it is aware of the fact that the associated audio packet has been already transmitted and hence the actual delay budget left for the haptic data is smaller than the associated PDB of the haptic data. Making the PDB of both audio and haptic packets as 15 ms also makes no sense as this would artificially increase the priority of audio packets all the time when there is no haptic data. Thus, relying purely on PDB seems again not good in this case either. 

In both cases, if the haptic data is delayed by more than the associated synchronization budget, this will ultimately result in the receiver discarding the haptic feedback (as playing the haptic feedback out of sync may result in a negative user experience). Thus, this would result in unnecessary transmissions over the air and hence would result in both capacity loss at RAN and unnecessary power consumption at the UE (in transmitting/receiving such data). 

Observation 1: Static PDB based scheduling may not satisfy the synchronization requirements in some scenarios
Observation 2: If multi-modal dependencies and synchronization requirements are not known to RAN, transmission of dependent data may be delayed beyond the synchronization requirements with respect to the associated data and this may result in 
· capacity loss at RAN (due to unnecessary transmissions) and/or
· unnecessary power consumption at the UE (as the UE has to transmit/receive and process the packets which will eventually be discarded at the upper layers)

Based on the above observations, it is clear that some enhancements are necessary for handling of multi-modality traffic in RAN and RAN awareness of multi-modality is useful. So, the following proposals are made. 

Proposal 1: Support Multi-Modality awareness in RAN in Rel-19 for UL and DL
Proposal 2: Multi-modal dependencies (including the multi-modal service ID – MMSID) and associated synchronization requirements between multi-modal flows should be visible to RAN to satisfy the corresponding QoS requirements and to improve the radio capacity and reduce power consumption at the UE.
 
Proposal 3: Send an LS to SA2/SA4 to inform about the above conclusions and ask SA2/SA4 to define the necessary signalling to provide multi-modality awareness in RAN
3. Multi-Modality support by assistance information from UE
Independent of the multi-modality information from CN, multi-modality association information can be studied in RAN for UL and DL. Such information can be provided by the UE directly to the network using UAI. The static dependencies between multi-modal flows in both UL and DL can be reported by the UE to the network in UAI. However, the dynamic dependencies (which may vary per packet – e.g. to indicate which packet is associated with which other packet etc) from the UE can only provided in UL direction. 

Proposal 4: Regardless of the multi-modality information from CN, it is beneficial for the UE to provide multi-modality assistance information including the synchronization and dependency information associated with multi-modal flows using UAI. 

In addition to the static association above, when the actual traffic is generated, the gNB scheduler needs to know the timing dependencies for the generated traffic. UAI is not suitable for reporting such dynamic dependency. Some additional dynamic signalling e.g. within the UP (e.g. inband signalling using PDCP level indications) or dynamic indications of dependencies within MAC layer (e.g. using MAC CEs) will be needed for this purpose. 
Proposal 5: Additional MAC/PDCP level signalling can be used to indicate dynamic dependencies for synchronization between multi-modal data in UL

4. Conclusion and proposals
RAN aspects of Multi-Modality support for XR applications are discussed in this contribution and the following observations and proposals are made: 
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Observation 2: If multi-modal dependencies and synchronization requirements are not known to RAN, transmission of dependent data may be delayed beyond the synchronization requirements with respect to the associated data and this may result in 
· capacity loss at RAN (due to unnecessary transmissions) and/or
· unnecessary power consumption at the UE (as the UE has to transmit/receive and process the packets which will eventually be discarded at the upper layers)

Proposal 1: Support Multi-Modality awareness in RAN in Rel-19 for UL and DL

Proposal 2: Multi-modal dependencies (including the multi-modal service ID – MMSID) and associated synchronization requirements between multi-modal flows should be visible to RAN to satisfy the corresponding QoS requirements and to improve the radio capacity and reduce power consumption at the UE.

Proposal 3: Send an LS to SA2/SA4 to inform about the above conclusions and ask SA2/SA4 to define the necessary signalling to provide multi-modality awareness in RAN

Proposal 4: Regardless of the multi-modality information from CN, it is beneficial for the UE to provide multi-modality assistance information including the synchronization and dependency information associated with multi-modal flows using UAI. 

Proposal 5: Additional MAC/PDCP level signalling can be used to indicate dynamic dependencies for synchronization between multi-modal data in UL
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6. Annex (Multi-Modal requirements from 22.847)
Table 1: Potential Multi-Modal end-to-end QoS requirements
	[bookmark: _Hlk165290817]Use Cases
	Characteristic parameter (KPI)
	Influence quantity
	Remarks

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	Message size (byte)
	# of UEs

	UE Speed
	Service Area[21]
	

	Remote control robot

	1-20ms
	16 kbit/s -2 Mbit/s
(without haptic compression encoding);

0.8 - 200 kbit/s 
(with haptic compression encoding)
	99.99% 
	2-8/DoF
	-
	high-dynamic
(≤ 50 km/h)
	≤ 1 km2
	Haptic feedback

	
	20-100ms
	16 kbit/s -2 Mbit/s
(without haptic compression encoding);

0.8 - 200 kbit/s 
(with haptic compression encoding)
	99.99%
	2-8/DoF
	-
	Stationary or Pedestrian
	≤ 1 km2
	Haptic feedback

	
	5 ms

	1-100 Mbit/s
	99.9%
	1500
	-
	Stationary or Pedestrian
	≤ 1 km2
	Video

	
	5 ms
	5-512 kbit/s
	99.9%
	50-100
	-
	Stationary or Pedestrian
	≤ 1 km2
	Audio

	
	5 ms
	< 1Mbit/s
	99.999% 
	-
	-
	Stationary or Pedestrian
	≤ 1 km2
	Sensor information 


	



Table 1: Synchronization requirements
	
	synchronization threshold (note 1)

	audio-tactile
	audio delay:
50 ms
	tactile delay:
25 ms

	visual-tactile
	visual delay:
15 ms
	tactile delay:
50 ms

	NOTE 1:  For each media component, “delay” refers to the case where that media component is delayed compared to the other.
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