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1. [bookmark: _Toc18413600][bookmark: _Toc18404533][bookmark: _Toc18403966]Introduction
In this contribution we discuss the general functionality required for supporting A-IoT applications. 
2. AS security considerations for A-IoT
From RAN2 perspective, the main question for A-IoT is whether we need to consider AS security in the design of our protocol layers. In NR, AS security depends on the existence of a concept of a cell. The UE needs to camp on and/or connect to a given cell with a unique cell ID and the information of the cell on which the UE camps on is used in initialising and refreshing the AS security context at the UE. In case of A-IoT, we already agreed that there is no legacy system information (i.e. no periodical SIBs and no MIB is supported). So, this means that the A-IoT device doesn’t necessarily have a concept of cell like we define today in NR. As such, the A-IoT device hence communicates (through the reader) with the application function on the network side. Since the traditional concept of cell and system information is not going to be defined, it is also clear that the legacy AS security architecture which relies on the general concept of cell and system information in cell cannot be used in A-IoT. An end-to-end security between the A-IoT device and the NAS entity in the core network that terminates the A-IoT session in CN is sufficient hence and the decision on this can be left to SA2/SA3. From RAN2 side, we can inform SA2/SA3 that the protocol design will assume no AS security and in any case legacy AS security mechanisms that rely on system information cannot be used in A-IoT. 
Proposal 1: Inform SA2 and SA3 that: 
· RAN2 protocol design for the interface between the reader and A-IoT device will not consider AS security unless this is explicitly deemed necessary by SA3 
· Legacy AS security mechanisms that rely on broadcast system information cannot be supported for A-IoT as RAN2 agreed not to support periodic System Information or MIB
· PDCP layer is not supported for A-IoT 
3. Other UP functionality for A-IoT
3.1. QoS handling
It has been agreed that there is no per-packet QoS and no concept of QoS flows at AS level. The consequence of this from the A-IoT device perspective is that all A-IoT traffic within the same device is of equal importance. However, some prioritisation between devices is still possible for A-IoT and such prioritisation can be left to reader. 
Proposal 2: Inter-device priority handling both in UL and DL for A-IoT can be supported and this is left up to the reader
3.2. Duplicate detection and in-order delivery
It has been agreed that we only support inventory and command use cases for A-IoT.

For Inventory use case:
For inventory, essentially the upper layer payload to transmit is the device ID. Since there is no other data than the device ID to be transmitted, duplicate detection and in-order delivery is not relevant for this use case as long as the device ID is delivered over the air-interface in one message (i.e. without segmentation). 

For Command use case:
For command, it is unclear whether duplicate detection and in-order delivery are relevant. Since more data than just device ID may be needed for this use case, RAN2 may need to study mechanisms for duplicate detection and in-order delivery for the command use case. However, supporting sequence number-based operation for UP protocol adds unnecessary overhead and complexity for these applications. Thus, even if duplicate detection and in-order delivery is needed, RAN2 should assume that the protocol layers should in general avoid use of sequence numbers. Instead, if such service is needed by upper layers, then, we could assume that the layer 2 architecture uses a design using sliding window of size 1 (stop and wait) approach. In general, we can also ask SA2 whether in-order delivery and/or duplicate detection is needed for A-IoT data. 

Proposal 3: Ask SA2 whether in-order delivery and/or duplicate detection are needed for A-IoT (especially for command use case)

Proposal 4: Even if in-order delivery and/or duplicate detection functionality is required (e.g. for command use case), RAN2 protocol design should still avoid sequence numbers in the RAN protocol layer(s) and instead rely on simple stop and wait protocol with window size of 1
3.3. Segmentation
The need for segmentation depends on the two things: 
1) The upper layer packet size
2) The lower layer grant size

For Inventory use case:
For inventory, essentially the upper layer payload to transmit is the device ID. Since there is no other data than the device ID to be transmitted, it seems segmentation is not a function that is necessary for this purpose as long as the layer 1 design can accommodate transmission of the device ID. However, the length of the device ID is presently unclear and hence final decision on this may need to happen once we know the exact length of the device ID. 

For Command use case:
For command, use case, it is very likely that segmentation functionality is needed as the upper layer packet size for this may be variable and may depend on the actual application. So, some sort of segmentation functionality should be supported in A-IoT. The question then is which layer should be responsible for segmentation. Since we agreed to support MAC layer and since MAC layer is generally aware of the lower layer grant sizes, we think MAC layer is a good place to support segmentation functionality. However, supporting segmentation in traditional way like we do in NR would require segment numbers, which, similar to sequence numbers, will add overhead and complexity. So, even if segmentation is supported, we think we should still rely on protocol design that does not use sequence/segment numbers and instead may use something simple like an end of segment indication along with simple stop and wait protocol with window size of 1

Proposal 5: Segmentation is supported in the MAC layer without any explicit segment/sequence number
Proposal 6: End of segment indication can be used in combination with a simple stop and wait protocol with window size of 1 to enable segmentation of the upper layer payload based on the grant size on the physical layer
3.4. Acknowledgments and higher layer repetition
The interface between A-IoT device and reader would of course be prone to errors and hence a mechanism to for error detection and retransmissions should be supported in AS layer. Without this, retransmissions will be fully left to upper layers. However, for inventory, if the application layer (upper layers) does not know which devices exist in the field, it is unclear how the upper layers can trigger the retransmissions for a specific device. In general, acknowledgement of a packets and hence retransmission should be supported by lower layers and this functionality can be supported within MAC. 

Proposal 7: MAC layer should support a mechanism where the upper layer packet/segment is retransmitted when it is not received successfully
3.5. Padding
In NR, padding is used to reach the exact grant size in UL. In general, padding should be avoided as this leads to inefficient use of radio resources. So, if there is data to be sent, then the A-IoT device should include the data/segments rather than padding. However, for the end of transmission, there may be need for some padding if the last grant is larger than the upper layer data available to transmit. 
Proposal 8: Padding is supported but shall not be included in any of the transmissions except the final transmission within a A-IoT communication round
3.6. SR/BSR mechanisms
SR/BSR
In NR, SR and BSR are used to indicate to the network arrival of additional UL data and to indicate the total amount of data buffered at the UE side. SR procedure is not needed in case of A-IoT since all the procedures (inventory and command) are essentially triggered by the reader. So, new traffic is not autonomously generated at the UE side without a command from the reader. 
Knowing the exact buffer size at the A-IoT device may be useful in understanding how many rounds of A-IoT procedure may be required to be performed and to schedule the UL data until the data buffered at the device is exhausted. This may be more relevant for command use case. So, we propose to support a BSR like procedure like procedure where the A-IoT device may optionally indicate total buffered data after the initial trigger from the reader (for the command use case).
Proposal 9: scheduling request like procedure is not needed and instead the reader can schedule the data until end of transmission indication from the device
Proposal 10: BSR like procedure may be beneficial to allow the reader to optimise the scheduling procedure and the A-IoT device may optionally indicate total buffered data after the initial trigger from the reader (for the command use case)

3.7. Radio link failure detection/recovery
In NR, radio link monitoring and failure detection procedures are defined to enable recovery of the radio link. Such continuous monitoring of radio link from the UE side are required in a session-based procedure where the UE has an ongoing session (RRC connection) with the network. However, such mechanism is not suitable for AIoT applications since these are initiated by the network and terminated upon completion of the data transfer. Of course, it is possible that the completion of the data transfer is not accomplished successfully after an inventory/command procedure is initiated. This may happen in case of inventory procedure due to contention resolution failure or in case of command procedure if all data in UL/DL cannot be transferred successfully. In this case, we can rely on the reader to attempt one or more rounds of transmission/retransmission and then it can be left up to the reader to terminate the procedure. If the procedure fails without successful completion, it may be the case that the AIoT device is no longer in the coverage of the reader or is out of battery, but in either case no explicit recovery procedure needs to be defined in the specifications. 
Proposal 11: No radio link failure detection/recovery mechanisms are specified for AIoT and it is up to the reader to detect transmission failure events and any recovery mechanisms are also left to reader’s implementation 
4. Conclusion and proposals
The following proposals are made in this paper (proposals where feedback is needed from other groups – e.g. SA2/SA3 are highlighted): 
[bookmark: _Toc18404543][bookmark: _Toc18413612][bookmark: _Toc18403976]Proposal 1: Inform SA2 and SA3 that: 
· RAN2 protocol design for the interface between the reader and A-IoT device will not consider AS security unless this is explicitly deemed necessary by SA3 
· Legacy AS security mechanisms that relies on broadcast system information cannot be supported for A-IoT as RAN2 agreed not to support periodic System Information or MIB
· PDCP layer is not supported for A-IoT 
Proposal 2: Inter-device priority handling both in UL and DL for A-IoT can be supported and this is left up to the reader
Proposal 3: Ask SA2 whether in-order delivery and/or duplicate detection are needed for A-IoT (especially for command use case)
Proposal 4: If in-order delivery and/or duplicate detection functionality is required (e.g. for command use case), RAN2 protocol design should still avoid sequence numbers in the RAN protocol layer(s) and instead rely on simple stop and wait protocol with window size of 1
Proposal 5: Segmentation is supported in the MAC layer without any explicit segment/sequence number
Proposal 6: End of segment indication can be used in combination with a simple stop and wait protocol with window size of 1 to enable segmentation of the upper layer payload based on the grant size on the physical layer
Proposal 7: MAC layer should support a mechanism where the upper layer packet/segment is retransmitted when it is not received successfully
Proposal 8: Padding is supported but shall not be included in any of the transmissions except the final transmission within a A-IoT communication round
Proposal 9: scheduling request (SR) like procedure is not needed and instead the reader can schedule the data until end of transmission indication from the device
Proposal 10: BSR like procedure may be beneficial to allow the reader to optimise the scheduling procedure and the A-IoT device may optionally indicate total buffered data after the initial trigger from the reader (for the command use case)
Proposal 11: No radio link failure detection/recovery mechanisms are specified for AIoT and it is up to the reader to detect transmission failure events and any recovery mechanisms are also left to reader’s implementation 
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