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1	Introduction
we discuss the remaining UP issues in this paper.
[bookmark: _Ref178064866]2	Discussion
The below issue was discussed in RAN2#125bis, the decision on the issue was postponed.

Proposal 8: RAN2 to discuss the following options to ensure that SL LBT failures are able to be reported:
	To define the clear time start point for evaluating “SL LBT failure MAC CE(s) has not been generated”. The corresponding TP is provided in Appendix – TP5 (option 1).
	UE evaluates whether the SL LBT failure MAC CE for a certain RB set has not been generated, and consider SL LBT failure MAC CE for the RB set has not been generated after the SL C-LBT failure is recovered. The corresponding TP is provided in Appendix – TP6 (option 2).

[Ericsson]: Can we leave how to avoid the concerned case to UE implementation? [Huawei]: We already have specified conditions. It is not considered as UE implementation option. [Xiaomi, LG]: Agree with the intention and prefer option 2. [ZTE]: Assuming two RB sets, if SL consistent LBT failure is detected per RB set in different time, does the UE generate MAC CE per LBT failure detected RB set or single MAC CE for all LBT failure detected RB sets? [Huawei]: We may need to delete all (s) from the proposal “1>	if SL consistent LBT failure has been triggered, and not cancelled, in the RB set(s), and SL LBT failure MAC CE(s) for the RB set(s) has not been generated;” 

· Postponed. 

In the existing MAC spec version, a SL LBT failure MAC CE can comprise indicators of consistent LBT failure for at maximum 5 RB sets. This gives a big flexibility to UE to report consistent LBT failure for the concerned RB sets to the gNB.
In reality, the MAC entity selects resources from one or multiple RB sets considering conditions including
1) Data volume in the buffer
2) Whether consistent LBT failure is detected in RB sets
The MAC entity will exclude RB sets in which consistent LBT failure has been detected for resource selection.
In our understanding, if the MAC entity detects consistent LBT failure in one RB set for pending transmissions, the MAC entity would need to continue select resources in other RB set. In this case, if the MAC also detects consistent LBT failure in another RB set, the two occurrences of consistent LBT failure (on two different RB sets) may be close in time. in such case, it is sufficient to leave for UE implementation to report the two LBT failure events in the same SL LBT failure MAC CE.
[bookmark: _Toc166002235][bookmark: _Toc166165649]For the same pending transmissions, in case consistent LBT failure is detected consecutively on multiple RB sets, it is expected that these consistent LBT failure occur closely in time.

If consistent LBT failure is detected on different RB sets intermittently, for the two cases mentioned in R2-2402391 shown in the below
Case 1: newly triggered failure event after recovery on the same RB set, e.g., RB set 1.
In this case, the newly triggered failure event will not be blocked by the previous triggered failure event, since the previous failure has been recovered, meaning the previous failure event has been cancelled. A newly triggered failure event on the same RB set has not been cancelled, it will of course trigger the MAC entity to generate a new MAC CE.
[bookmark: _Toc166165650]Newly triggered failure event after recovery on the same RB set will not be blocked by a previously triggered failure event.
Case 2: newly triggered failure event on RB set 2 after a failure event has been triggered on RB set 1.
This case can be addressed by UE implementation/gNB implementation to set a proper recovery timer setting to shorten the blocking time. 
[bookmark: _Toc166165651]A proper recovery timer setting can ensure that a failure event on RB set 2 is not blocked by a failure event on RB set 1.
All in all, we think the issue is minor. No further spec change is pursued.
In addition, for either of the two options proposed in R2-2402391, a new issue would be incurred (as commented by some companies), i.e., it is unclear that MAC entity shall build the same MAC CE comprising all failure events or different MAC CEs for each failure event respectively, if there are consistent LBT failure on multiple RB sets (close in time). 
[bookmark: _Toc166165652]For either of the two options proposed in R2-2402391, a new issue would be incurred i.e., it is unclear that MAC entity shall build the same MAC CE comprising all failure events or different MAC CEs for each failure event respectively, if there are consistent LBT failure occurred on multiple RB sets (close in time).
Therefore, we would like to make the below proposal.
[bookmark: _Toc166165653]For SL LBT failure report in case of Mode 2, no further spec change is pursued. 
[bookmark: _Toc70424553][bookmark: _Ref189046994]3 Conclusion
In the previous sections we made the following observations: 
Observation 1	For the same pending transmissions, in case consistent LBT failure is detected consecutively on multiple RB sets, it is expected that these consistent LBT failure occur closely in time.
Observation 2	Newly triggered failure event after recovery on the same RB set will not be blocked by a previously triggered failure event.
Observation 3	A proper recovery timer setting can ensure that a failure event on RB set 2 is not blocked by a failure event on RB set 1.
Observation 4	For either of the two options proposed in R2-2402391, a new issue would be incurred i.e., it is unclear that MAC entity shall build the same MAC CE comprising all failure events or different MAC CEs for each failure event respectively, if there are consistent LBT failure occurred on multiple RB sets (close in time).

Based on the discussion in the previous sections we propose the following:
Proposal 1	For SL LBT failure report in case of Mode 2, no further spec change is pursued.
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