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[bookmark: _Ref162456853]1	Introduction
A new study item on Artificial Intelligence (AI)/Machine Learning (ML) for mobility in NR was approved in RAN plenary #102 with the following objectives [1].
	
· The evaluation of the AI/ML aided mobility benefits should consider HO perf ormance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]




In this contribution, the evaluation of the AI/ML models and simulation challenges are discussed.
[bookmark: _Ref178064866][bookmark: _Toc163124471][bookmark: _Toc163124526][bookmark: _Toc163124871][bookmark: _Toc163124964][bookmark: _Toc163125019][bookmark: _Toc163136193]2	Discussion
2.1 	Simulation challenges
One of the main objectives for this study item, is to use AI/ML technologies to predict RRM measurement and events (as mentioned in RP-234055 ‎[1]). Such objective will force us to face the challenges and requirements that commonly appear with the usage of AI/ML algorithms. In the following, we describe a few of these challenges that might have an impact on this Study Item, and some observations around it to facilitate the progress of this study item.

Characteristics of input features and the dataset 
The size of the input data impacts the parameters of the models that should be tuned. Also, the number of layers that are needed to capture the correlation between output and input of the ML model (the memory and storage, accordingly). Further, the computational complexity of some Neural Networks (e.g., CNN) toward the size of the feature space. Additionally, though the larger the feature size allow the ML model to learn more about the correlation between Output and Input (or extract more dependencies). However, this might lead to overfitting problem (where the accuracy of the model decreases hugely once a new scenario is considered) if the size of the dataset (number of samples, i.e., length of dataset entries) is not relatively high enough. 
Additionally, the size of the model feature, complicate the data augmentation procedure of the input (though such process is not always needed). From another angle, selecting independent feature that have enough correlation to the output is an essential process, called feature selection or engineering. The fact that adding more input features to improve model accuracy can be true, however, it can also add confuse the model learning and could also be considered as adding noise (while impacting the model’s performance as mentioned above). Therefore, it is essential to be selective with adding new features, and not to add correlated ones (among themselves), that do not benefit the model performance (i.e., not contributing to enhancing the input/output correlations).

[bookmark: _Toc166155803]The input feature characteristics & importance are critical metrics that impact the AI/ML model (spatial, temporal, and frequency) prediction accuracy.
[bookmark: _Toc166155771]Companies to provide feature characteristics & importance as input to discussion, in order to align performances.


Size of the model
AI/ML model size means (in basics definitions) the number of neurons per layer and number of layers per whole model. Higher size of the AI/ML model can capture more complex dependencies between output and input features. However, it requires higher computation complexity to be trained, and in the inference phase. Such high requirements restrict the implementation of this AI/ML functionality in the UE/NW radio end points. Hence, a balance is required to be strike. However, since we are in the starting phase, we recommend to leave the hardware implementation aspects to a later stage.

[bookmark: _Toc166155772]Initially, do not consider the model size in the performance evaluation KPIs and aim for best performance and no implementation issues.


Splitting Strategy 
Given a specific dataset with certain sample size and feature size, it is common ML practice (in order to test the model performance) to split the dataset into training set and testing (or validation) set. Some commonly used technique in the literature is to randomly split the data into training vs testing with, e.g., 80/20 % ratio (80% for training and 20% for testing). However, random splitting can be not representative enough to the real test of model’s performance. For instance, scenario based splitting or other strategies could be more critical way of splitting the data. Scenario-based splitting is to select (for training) part of a group of parameters which was used in generating the data, while leaving the rest (less that the first part) of the group of the same parameters for testing purposes. For instance, assuming that the simulation is generated for ‘U’ number of UEs with ‘S’ different constant speeds. In random splitting, the model will be exposed to all ‘S’ speeds per UEs, whereas, in a scenario-based splitting, we will expose the model to samples representing those group of speeds ‘S-vS’ for training and use the samples representing this group of speeds ‘vS’ to validate the model performance.

[bookmark: _Toc166155804]Dataset Splitting strategy has critical impact on model performance.
[bookmark: _Toc166155773]Companies start ML model evaluation via random splitting of the dataset, with a ratio of 80%-20% ratio of training%-validation% sets. Later other advance splitting strategies can be discussed.

Data imbalance 
This challenge occurs when the dataset samples distribution is skewed (in other means has large tail) or has some ranges of outputs that occurs with higher frequency than other range of outputs. Though this problem is dominant in classification problems (e.g., RLF or event classification), however, it might be essential to consider in regression problems also (i.e., RRM measurement prediction). Several techniques can be considered to handle such issues, including transformation of the target variables, down-sampling of the majority classes (ranges of output), up-weighting of down-sampled classes (ranges of output), or smart training methods (e.g., incremental learning). 

[bookmark: _Toc166155805]Data imbalance is a practical issue that appear in realistic dataset.
[bookmark: _Toc166155774]Companies provide indicative measures on the sample distribution (e.g., distribution plots, kernel parameters, or statistical measures of the distribution) of the used dataset in training and validation of ML model. Later, possible issues can be discussed, if needed.


Further aspects of AI/ML
In addition to the aforementioned AI/ML aspects of the evaluation, there are many parameters that should be considered when evaluating the prediction performance of AI/ML models. For instance, number of training samples, validity area, models description, model’s loss function and KPIs, model’s complexity, etc (as summarized in the appendix, Table 1). It might be good to agree on some of those parameters, but it is not necessary to agree on all of them. 
[bookmark: _Toc166155775]Companies should describe and/or agree on the AI/ML aspects that are summarized in the appendix, Table 1.


Clarification on Layer1 filtering 
It was agreed to use beam-level measurement as model input to predict the cell-level measurements. In email discussion for simulation assumption and methodology, companies showed their views about the type of the beam-level measurements in Question 2.2.2-0 (whether beam-level measurement is point A or point A1 shown in the Figure 1). 
Table 1. Measurement model illustrated in TS38.300
[image: ]
Figure 1.  Measurement model illustrated in TS38.300
Point A1 can eliminate the impact of fast fading when it’s considered as the model input which is beneficial for the following model training and inference. Besides, how to perform layer1 filtering has impact on the prediction although it’s not standardized (currently, it is a UE implementation). Therefore, Layer1 filtering (in this study item only) should be agreed-on for the sake of simulation results alignment in this study item. One simple suggestion is to use the already existing L3 filtering formula in 38.331 section 5.5.3.2 with specific alpha, i.e., Fn = (1 – a)*Fn-1 + a*Mn, where the parameters are defined in the mentioned TS. 

[bookmark: _Toc163124476][bookmark: _Toc163124531][bookmark: _Toc163124876][bookmark: _Toc163124477][bookmark: _Toc163124532][bookmark: _Toc163124877][bookmark: _Toc163124478][bookmark: _Toc163124533][bookmark: _Toc163124878][bookmark: _Toc163124479][bookmark: _Toc163124534][bookmark: _Toc163124879][bookmark: _Toc163124480][bookmark: _Toc163124535][bookmark: _Toc163124880][bookmark: _Toc163124481][bookmark: _Toc163124536][bookmark: _Toc163124881][bookmark: _Toc163124482][bookmark: _Toc163124537][bookmark: _Toc163124882][bookmark: _Toc163124483][bookmark: _Toc163124538][bookmark: _Toc163124883][bookmark: _Toc163124484][bookmark: _Toc163124539][bookmark: _Toc163124884][bookmark: _Toc163124485][bookmark: _Toc163124540][bookmark: _Toc163124885][bookmark: _Toc163124486][bookmark: _Toc163124541][bookmark: _Toc163124886][bookmark: _Toc163124487][bookmark: _Toc163124542][bookmark: _Toc163124887][bookmark: _Toc163124488][bookmark: _Toc163124543][bookmark: _Toc163124888][bookmark: _Toc163124489][bookmark: _Toc163124544][bookmark: _Toc163124889][bookmark: _Toc163124490][bookmark: _Toc163124545][bookmark: _Toc163124890][bookmark: _Toc163124494][bookmark: _Toc163124549][bookmark: _Toc163124894][bookmark: _Toc163124503][bookmark: _Toc163124558][bookmark: _Toc163124903][bookmark: _Toc166155776]Companies apply prediction (that requires beam level measurement) after point A1 (as illustrated in Figure 1), and L1 filtering should be agreed on (for the sake of this study item only). It is proposed to use L1 filtering as the filtering mentioned in 38.331 section 5.5.3.2 (i.e., L3 filtering with specific alpha).

[bookmark: _Toc163136208]Conclusion
Based on the discussion in the previous sections we propose the following:
Observation 1	The input feature characteristics & importance are critical metrics that impact the AI/ML model (spatial, temporal, and frequency) prediction accuracy.
Observation 2	Dataset Splitting strategy has critical impact on model performance.
Observation 3	Data imbalance is a practical issue that appear in realistic dataset.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Companies to provide feature characteristics & importance as input to discussion, in order to align performances.
Proposal 2	Initially, do not consider the model size in the performance evaluation KPIs and aim for best performance and no implementation issues.
Proposal 3	Companies start ML model evaluation via random splitting of the dataset, with a ratio of 80%-20% ratio of training%-validation% sets. Later other advance splitting strategies can be discussed.
Proposal 4	Companies provide indicative measures on the sample distribution (e.g., distribution plots, kernel parameters, or statistical measures of the distribution) of the used dataset in training and validation of ML model. Later, possible issues can be discussed, if needed.
Proposal 5	Companies should describe and/or agree on the AI/ML aspects that are summarized in the appendix, Table 1.
Proposal 6	Companies apply prediction (that requires beam level measurement) after point A1 (as illustrated in Figure 1), and L1 filtering should be agreed on (for the sake of this study item only). It is proposed to use L1 filtering as the filtering mentioned in 38.331 section 5.5.3.2 (i.e., L3 filtering with specific alpha).
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Appendix
Table 1. AI/ML model information to be desscribed
	Parameters
	Potential Values

	Dataset description (Training/Test data)
	· Number of samples
· Assumptions on mix of scenarios, e.g. training data includes multiple UE velocities and/or trajectories specifications

	Model validity area
	· Cell specific
· Multiple cell or Site specific
· Multiple sites
· Deployment specific (model is used for all evaluated sites)

	Model description
	· Model type (Neural network, random forest, linear regression ….)
· Model hyperparameters

	Model input description
	· Historical observations (observation time period)
· Number of input parameters
· Type of input parameters
· …

	Model output description
	· Output description (e.g., prediction in time/frequency/beam)

	Common KPIs
	· Regression KPIs

	Model complexity KPIs
	· Number of parameters
· Floating point operations
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