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In RAN#102 meeting, the SID[1] of Study on Artificial Intelligence (AI)/Machine Learning (ML) for mobility in NR was approved, and the objectives of the SID are as follows:
Study and evaluate potential benefits and gains of AI/ML aided mobility for network triggered L3-based handover, considering the following aspects:
· AI/ML based RRM measurement and event prediction, 
· Cell-level measurement prediction including intra and inter-frequency (UE sided and NW sided model) [RAN2]
· Inter-cell Beam-level measurement prediction for L3 Mobility (UE sided and NW sided model) [RAN2]
· HO failure/RLF prediction (UE sided model) [RAN2]
· Measurement events prediction (UE sided model) [RAN2]
· Study the need/benefits of any other UE assistance information for the network side model [RAN2]

· The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]
· NOTE: Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2
· Potential AI mobility specific enhancement should be based on the Rel19 AI/ML-air interface WID general framework (e.g. LCM, performance monitoring etc) [RAN2]  
· NOTE: This would only be treated after sufficient progress is made in the Rel-19 AI/ML air interface WID 
· Potential specification impacts of AI/ML aided mobility [RAN2]
· [bookmark: _Hlk153472406]Evaluate testability, interoperability, and impacts on RRM requirements and performance [RAN4]

· NOTE 1: RAN1/3 work can be triggered via LS
· NOTE 2: RAN4 scope/work can be defined and confirmed by RAN#105 after some RAN2 discussions (within the RAN4 pre-allocated TUs)
NOTE 3: To avoid duplicate study with “AI/ML for NG-RAN” led by RAN3
NOTE 4: Two-sided model is not included
In this contribution, we will discuss the handover failure prediction case, and how to evaluate the AI/ML aided mobility given the HO performance KPI.
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Motivation and requirement of HO failure prediction

In LTE and NR SON WI, 3GPP has already defined some HO failure scenarios, too early HO, too late HO, HO to wrong cell, ping-pong HO. These HO failure events will decrease the user experience. With the AI/ML model inference, the network can have the predicted HO event, and will conduct a HO optimization in accordance with the predicted HO event, try to minimize the impact of HO failure and service interruption as much as possible. With a more accurate HO failure event prediction, the network can make a more accurate HO decision, at the perfect time slot.  
As clarified in the SID, HO failure prediction is in the basis of UE sided model. Based on the UE history information, for example the HO history information stored in the UE, UE knows the HO failure history information, and infers the HO failure prediction by the AI/ML model. Compared to the network sided model, the UE sided model has more UE specific information as the input of the AI/ML model. So UE will infer the HO failure prediction and send the predicted HO failure to the network. 
Observation 1: the network may avoid HO failure from HO failure prediction by conducting a more accurate HO decision.  
Proposal 1: the UE sided model inferences the predicted HO failure and sends report predicted HO failure to the network. 

HO failure types in HO failure prediction
There are four types of HO failure identified in the previous 3GPP discussion:
Too early HO: after the HO failure, the UE re-establishes the RRC connection with the source cell;
Too late HO: after the HO failure, the UE re-establishes the RRC connection with the source cell;
HO to wrong cell: the UE handover to the target cell, and RLF immediately occurs, and RRC re-establishes RRC connection to a third cell;
Ping-pong HO: the UE handover to the source cell right after it handover to the target cell.
These four types of HO failures have different types of HO characteristics, with a specific HO failure type, the network can conduct a corresponding HO decision. For example, if the UE reports a too early HO failure prediction, the network can make the handover decision a bit late than usual, e.g. so with the predicted HO failure type,  
Proposal 2: the HO failure prediction should include the following types of HO failure:
· Too early HO;
· Too late HO;
· HO to wrong cell;
· Ping-pong HO.

What the HO failure prediction includes
When the UE reports the HO failure prediction to the gNB, there are some other associated parameters which can further help the gNB to understand how the HO failure will happen. :
HO failure type: four HO failure types should be indicated. This is the fundamental HO failure prediction information which helps the gNB to understand what type of HO failure will happen and make the HO optimization decision accordingly. 
HO failure accuracy: to predict the possibility that the HO is likely to happen. This helps the gNB to decide if it is necessary to make the HO optimization, e.g. gNB only makes HO optimization decision when the predicted HO optimization is highly possible to happen. 
HO failure time: this indicates when the predicted HO failure will happen from the current time being. This parameter is straightforward to tell when the predicted HO failure will happen. 
HO failure service interruption time: this indicates how long the service is interrupted, from the HO started until the RRC is re-established. With this parameter, the gNB understands how long the service is interrupted to evaluate the user experience impact. 
HO failure target cell ID: this indicates which target cell the UE will encounter HO failure.
Model ID: the UE may have multiple activated models to this function(HO failure prediction), so the gNB needs to understand which model generated the HO failure prediction. 
Proposal 3: the HO failure prediction should includes the following:
· HO failure type; 
· HO failure accuracy;
· HO failure time; 
· HO failure service interruption time; 
· HO failure target cell ID;
· Model ID

HO performance evaluation
In the SID, the requirement of evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs are as follows:
· The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]
· NOTE: Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2

It is quite straightforward that the network can’t guarantee all HO failure predicted can be avoided by HO optimization. So we will discuss these two cases separately:
Case 1: HO failure predicted, but HO failure eventually occurs
In this scenario, if the HO failure eventually occurs, then all HO failure related parameters should be monitored, e.g. HO failure type, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction. These performance will help the model training to improve the model and the HO optimization implementation in gNB. So it is necessary to monitor the HO failure event associated to the predicted HO failure. 
Observation 2: It is necessary to monitor the HO failure event associated to the predicted HO failure. 
Proposal 4: the HO failure performance monitoring should be triggered once upon the HO failure occurred. 

Case 2: HO failure predicted, and HO failure avoided. 
In this scenario, firstly the HO failure is predicted, and gNB will conduct HO optimization based on implementation, and the predicted HO failure is avoided. 
if the predicted HO failure is avoided by successful optimization eventually, then the model needs to know how the gNB optimized the HO, and there there may be some signaling exchange between UE and gNB, serving gNB and neighbour gNB, to confirm the HO is successful instead of a HO failure. 
Observation 3: It is necessary to monitor the avoided predicted HO failure associated to the predicted HO failure. 

LCM flows:
In the general LCM architecture, the signaling flow is as follows:
1: model inferences the HO failure prediction to the gNB
2: gNB makes HO optimization in accordance with the HO failure prediction.
3: HO failure avoided or occurs eventually. 
4: the performance of HO failure in step3 should be monitored and feedback to the model training.
5: as per the collected data from the performance monitoring, model is re-trained and updated to the model inference entity.



Proposal 5: performance monitoring should monitor both un-avoided HO failure and avoided HO failure. 
In the SID, it is suggested to monitor the following performance, e.g. Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction. We think the key performances for monitoring should be intensively discussed and considered, as these performance will calibrate the model training. We think the following types of performance  should be monitored:
HO failure type: too early HO, too late HO, HO to wrong cell, ping-pong HO.
Time of stay: this parameter has different understanding in these four types of HO failure. We think it doesn’t imply too early HO and too late HO, as there is no time of stay in the source cell or target cell. In ping-pong HO, it implies the time of stay in the target cell; in HO to wrong cell, it implies the time of stay in the wrong cell. 
Model ID: On the other hand, the UE may generate multiple predicted HO failure to be reported to the network, each AI/ML based prediction is associated to a AI model, whose model ID has been included in the HO failure prediction message of our proposal 3. And, the performance monitoring, is used to monitor the performance of model, so model ID should be included in the performance monitoring reporting. 
Proposal 6: the following performance should be monitored:
· HO failure type;
· Time of stay;
· Service interruption time;
· Other related information associated to HO type.
· Model ID

Conclusion
In this contribution, we discussed the the scenario and the use cases of HO failure prediction, including the :
Observation 1: the network may avoid HO failure from HO failure prediction by conducting a more accurate HO decision.  
Proposal 1: the UE sided model inferences the predicted HO failure and sends report predicted HO failure to the network. 
Proposal 2: the HO failure prediction should include the following types of HO failure:
· Too early HO;
· Too late HO;
· HO to wrong cell;
· Ping-pong HO.

Proposal 3: the HO failure prediction should includes the following:
· HO failure type; 
· HO failure accuracy;
· HO failure time; 
· HO failure service interruption time; 
· HO failure target cell ID;
· Model ID
Observation 2: It is necessary to monitor the HO failure event associated to the predicted HO failure. 
Proposal 4: the HO failure performance monitoring should be triggered once upon the HO failure occurred. 
Observation 3: It is necessary to monitor the avoided predicted HO failure associated to the predicted HO failure. 
Proposal 5: performance monitoring should monitor both un-avoided HO failure and avoided HO failure. 
Proposal 6: the following performance should be monitored:
· HO failure type;
· Time of stay;
· Service interruption time;
· Other related information associated to HO type.
· Model ID
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