3GPP TSG RAN WG2 Meeting #126	R2-2404230
Fukuoka City, Fukuoka Japan  20-24 October 2024	 

Agenda Item:	8.1.2.3 LCM for Positioning use case
Source:	Fraunhofer IIS, Fraunhofer HHI
Title:	LCM for NW-sided Model
Document for:	Discussion & Decision

[bookmark: _Ref129681862][bookmark: _Ref124589705]Introduction 
The WID [1] , lists, among others, the following as objective for RAN2:

	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· [bookmark: _Hlk165922902](1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases




The LCM for AI/ML model consists of the following components: 
1) Data collection 
2) Model training 
3) Model monitoring and management
4) Model storage
5) Model inference

In this contribution, we focus on aspects of data collection, model training, model storage, monitoring and management. 




LCM for UE-based positioning with UE-side model, direct AI/ML positioning (Case 1)

Ground truth label

RAN1 agreed in RAN1#116bis the following regarding data collection, separating the data collection into two components – Part A (which pertains to radio measurements) and Part B (which pertains to ground truth).

RAN1 agreements: 
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
•	channel measurement 
•	quality indicator of channel measurement
•	time stamp of channel measurement
Part B:
•	ground truth label (or its approximation)
•	quality indicator of label
•	time stamp of label
Note: "Part A" and "Part B" terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

For Case 1 (UE-based positioning with UE-side model, direct AI/ML positioning), this means that 
(i) Training is based on channel measurements and UE position (label) both generated by the UE. 
(ii) Training is based on channel measurements generated by the UE and the UE position (label) generated by the LMF. 

Both training an AI/ML model and monitoring the performance of the AI/ML model requires high quality ground truth labels associated with it.

Observation 1: Use of classical positioning methods on their own may lead to degradation in the quality of training / monitoring data, especially in scenarios dominated by NLOS and multipath. 

Especially in indoor scenarios, it is challenging to get accurate ground truth labels, because GNSS does not work indoors, and RAT dependent and RAT-independent methods currently specified cannot deliver high quality labels in scenarios dominated by heavy multipath. 

Of course, the location of UE may be well known when they are commissioned as PRUs in a fixed location. However, this limits the training and monitoring information to the sub-set of UEs that are stationary and at deployed at certain location. 

Observation 2: Use of PRU type UEs limit the data collected to static UEs and spatially limited to where the PRUs are provisioned. 

Use of non-PRU type UEs enable data collection with variety of UE speeds and UE locations. 

Proposal 1: Collection of channel measurements and ground truth labels from non-PRU UE shall be supported for training and measurement. 

As described above, the UE position obtained by UE-based or LMF-based methods may be available for a non-PRU UE. However, the labels thus obtained may not necessarily be reliable.  Therefore, it may be beneficial to utilize other sensor information available at the UE. 

Based on UE capabilities, the UE may be equipped with additional sensors, such as Lidar, camera, or radar sensors. The UE may be configured to search for certain features containing the ground truth labels, such as landmarks, which may be QR codes, visible markers, orientation markers and so on. For example, an autonomous guided vehicle in an indoor factory scenario may be configured to detect QR codes or NFC tags as it moves along a path. Detection of such information could provide a ground truth label in such scenario. 

[bookmark: _Int_pT9ShTxW]Observation 3: UEs may be equipped with additional sensors (such as camera and radars) and may have applications that are able to detect and provide or enhance ground truth labels. 

Proposal 2: RAN2 shall discuss what additional information from the UE can be provided to the LMF or OTT server which trains the UE-sided model to ascertain the ground truth. The following information could be transferred from the UE to obtain ground truth labels:  
· Information obtained from on-board sensors, such as camera and radars 
· Information obtained from processing tags, such as QR codes, NFC tags
· Information obtained from other positioning systems deployed in parallel to 3GPP system. 
[bookmark: _Int_2sG1ZaA4]
Although the ground truth information is available at the UE and can be used for training and monitoring purposes, training a model at the UE side may be resource (e.g. battery, processing power) heavy at the UE side. There may be need to transmit the ground truth information to the network side. 

Proposal 3: RAN2 shall consider privacy preserving mechanisms to provide training data containing ground truth label to the network or external server, for training the UE-sided model.

Model storage 
A UE may store one or more models. A trivial solution would be to store several models at the UE for a given functionality. The inactive models can be loaded, and fed with input data and the output can be recorded. If an inactive model appears to perform better compared to the current active model (based on the outputs of all models), switch to this one.
However, this still leads to running more than one inactive model in parallel and monitoring them. Loading inactive models in parallel and performing inference is computationally expensive for the UE. Furthermore, if the UE is in a sub-region or a set of conditions that more than one model can be applied, there is risk of constant ping-pong between different models. 

Observation 4: Running several AI/ML models in parallel, monitoring them and switching the models is computationally expensive. 

One possible solution is to provide inactive models, with cell-level validity.  This solution works well for assistance data for reference signal, as the configuration of DL-PRS signals that can be measured within region where the UE is located can be assumed. However, with AI/ML models, the performance depends on the propagation scenario, which may vastly vary within the coverage region of a cell.
If we consider an example that a UE inside an indoor factory scenario may experience different channel conditions, even when it is connected to the same cell. Therefore, there may be a need to provide several AI/ML models that are applicable when connected to a given cell. Then, for selected inactive functionalities/models, the expected benefit (performance/QoS) of activating (or switching to) the functionality/model, is balanced against the cost due to selection/activation/ deactivation/switching to the candidate functionality/model, and a functionality/model management decision is being made.

Proposal 4: UE shall request NW to transfer the model, if the UE determines an alternative model would bring better performance / cost tradeoff, based on the estimator provided. 


Model monitoring

The output of the AI/ML model at the UE needs to be monitored regularly to see if the model is still correctly estimating the UE location. There may be two approaches, depending on the availability of high-quality labels.

Label-free monitoring of performance 
If the input data distribution to the AI/ML model has similar statistics to the input data distribution used for AI/ML model training, the model can expect to perform well, i.e. it has observed similar data during training phase. If the input data statistics are different, the model may not be suitable for inference. 

Proposal 5: RAN2 shall consider filtering on the input statistics and output statistics (or monitoring output, e.g. position error) using the filtering configuration provided by NW and inform LMF
Alt 1: Report the statistics to LMF for monitoring 
Alt 2: Provide a fault indication, if the statistics differ by a threshold value configured by NW. 

There may be scenarios, where the UE observes certain characteristics behaviour. For example, a UE may observe differences in statistics at certain locations. Alternatively, the network may have observed that a group of UEs observe certain patterns at certain location. To obtain data for training or fine-tuning the network, the UE may be configured to report certain information, in response to configured events. 

Proposal 6: A UE may be configured to collect and report data to NW, if certain events are triggered. 

Ground truth label for monitoring 
Inaccurate ground truth labels may cause error in inference or monitoring. One source of ground truth labels for positioning may come from classical positioning methods already specified based on RAT dependent and RAT-independent techniques. However, AI/ML models are good candidates for deployment in scenarios where the existing classical positioning methods fail to deliver good results. Therefore, the labels from existing positioning methods may not be sufficient to be used as ground truth labels in all cases. 
A ground truth label (the actual position of the UE in case of direct positioning) may not be known for all UEs with the necessary accuracy, or this may not be known at all, except for the PRUs that are provisioned whose position can be assumed to be reasonably accurate. On the other hand, it is reasonable to assume that certain UEs are equipped with on-board sensors, that can provide some information to derive the ground truth labels. For example, A UE can utilize a camera to detect its surroundings, use tags (such as QR codes/NFC tags) to determine its position, etc. 

Proposal 7: UE shall report its capability to provide ground truth labels or its ability to provide additional information to improve the ground truth labels to the NW. 

Proposal 8: If the UE needs assistance from NW to perform monitoring, then the UE shall send a request to NW, indicating the type of assistance data needed.



LCM for NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning (Case 3b)
For the Case 3b, data collection from the UE to enable the model monitoring and management functionalities need to be supported. Other LCM components for NW-sided model may be outside the scope of RAN2 specifications.

Ground truth label
For Case 3b (NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning), this means that 
(i) Training is based on channel measurements provided by the NG-RAN node and the label generated by the LMF. 
(ii) Training is based on channel measurements provided by the NG-RAN node and the label provided by the UE (PRU or non-PRU). 

In both cases, the training data and label are generated by different entities. 

Observation 5: Training data and labels are generated by different entities for Case 3b, thereby requiring alignment between training data and the label.

Nevertheless, the position obtained by UE-based and LMF-based positioning methods still suffer from reduced accuracy in scenarios where heavy multipath and NLOS scenarios occur more frequently. These are exactly the scenarios where classical positioning methods show performance degradation. Therefore, it may be beneficial to utilize other sensor information available at the UE. 

As discussed earlier for Case 1, the UE shall provide additional information to provide ground truth labels to the NW. 

Proposal 9: UE shall report its capability to provide ground truth labels or its ability to provide additional information to improve the ground truth labels to the NW for LCM of NW-based AI/ML models. 

Proposal 10:  The UE shall provide ground truth labels or additional information to improve the ground truth labels, when configured by the network. 


Model monitoring
There may be scenarios, where the LMF observes certain characteristics behaviour. For example, an LMF may observe certain characteristics, such deviation from the expected performance, when a UE is in certain region. To obtain data for training or fine-tuning the model, the LMF may configure UE to report certain information, in response to configured events. 

Proposal 11: A UE may be configured to collect and report data to the network, if certain events are triggered. The events may be: 
· UE travelling in a preconfigured track, where the NW intends to collect data.
· UE entering a certain area. 
· UE detecting certain signals above a certain threshold. 
· UE performance degrading beyond a certain threshold. 

Additionally, the source of ground truth (e.g. UE) and the source of  the input data and interence output (e.g. LMF) may need time-alignment.  For example, the ground truth label that was generated using on-board sensors may have certain processing delays, in addition to mismatch between UE local timing and NW-timing  and may not be aligned with the measurements performed at the TRPs in the network.

Observation 6: The LMF may need to time-synchronize the  input and ground truth label for training and monitoring purposes.

Proposal 12: The UE shall provide the timestamp aligned with the network time to associate the ground truth label with measurements from the network.


NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning (Case 3a)

In NG-RAN node assisted positioning, the NG-RAN node provides measurement results, such as timing and angular measurements, for different positioning methods, using the AI/ML model instead of classical algorithms. 

The NG-RAN node is not an LCS-client to receive UE position. Therefore, gNB is unable to determine whether the inference output corresponds to the anticipated output, i.e. the gNB lacks ground truth label to perform monitoring or training. 

On the other hand, the LMF may have the ground truth label of a given UE. The ground truth label may have different quality depending on the method used to acquire the label. The ground truth label may be computed by the LMF using classical positioning methods (but may not have good quality in an environment dominated by NLOS or multipath) or a location report received from the UE (for example, using GNSS based positioning). Alternatively, signalling may be enhanced such that UE may provide information from its sensors (such as camera).  However, the LMF only has access to measurement reports provided by the gNB and not the raw measurements of the radio unit. 

Observation 7: The NG-RAN node is not an LCS-client to receive UE position.

Observation 8: The LMF observes the measurement (inference) and ground truth, but not the raw measurements (input) of radio unit. 

Therefore, for training and monitoring purposes, there are two alternatives: 
Alternative 1: NG-RAN node becomes an LCS-client to receive the labels. 
Alternative 2: NG-RAN node reports the raw measurement from the radio unit to the LMF. 
Both of the above alternatives have stage 3 impact beyond the scope of RAN2 specifications. From RAN2 perspective, the ground truth shall be reported to the NW depending on UE capability, which may be exchanged between the NW entities. 

Proposal 13: The UE shall, subject to its capabilities and privacy, be configured to report its ground truth (i.e. UE position at one or more point in time), together with uncertainties to the LMF for assisting training for Case 3a. 



Second priority use cases
Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning (2nd priority)

As outlined in the WID, case 2b is 2nd priority. This option has similarities to case 3b in terms of ground truth label collection, and similarity to direct UE-positioning (case 1) in terms of input data. Consequently, what additional information needs to be collected shall be concluded after handling the 1st priority cases. 

Proposal 14: RAN2 shall further study if specification is needed beyond what is needed for Case 3b. 


Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
As outlined in the WID, case 2a is 2nd priority. The issue is associating UE-labels to the channel measurements. However, it has similarities to NG-RAN assisted AI/ML assisted positioning in terms of associating labels to measurement data, albeit the processing done in different network entity. 
Consequently, what additional information needs to be collected shall be concluded after handling the 1st priority cases. 

Proposal 15: RAN2 shall consider case 2a after further progress on first priority use cases. 



Conclusions
In this contribution, we have made the following observations:

Observation 1: Use of classical positioning methods on their own may lead to degradation in the quality of training / monitoring data, especially in scenarios dominated by NLOS and multipath. 

Observation 2: Use of PRU type UEs limit the data collected to static UEs and spatially limited to where the PRUs are provisioned. 

Observation 3: UEs may be equipped with additional sensors (such as camera and radars) and may have applications that are able to detect and provide or enhance ground truth labels. 

Observation 4: Running several AI/ML models in parallel, monitoring them and switching the models is computationally expensive. 

Observation 5: Training data and labels are generated by different entities for Case 3b, thereby requiring alignment between training data and the label.

Observation 6: The LMF may need to time-synchronize the  input and ground truth label for training and monitoring purposes.

Observation 7: The NG-RAN node is not an LCS-client to receive UE position.

Observation 8: The LMF observes the measurement (inference) and ground truth, but not the raw measurements (input) of radio unit. 

Based on the above observations, we make the following proposals:


Proposal 1: Collection of channel measurements and ground truth labels from non-PRU UE shall be supported for training and measurement. 

Proposal 2: RAN2 shall discuss what additional information from the UE can be provided to the LMF or OTT server which trains the UE-sided model to ascertain the ground truth. The following information could be transferred from the UE to obtain ground truth labels:  
· Information obtained from on-board sensors, such as camera and radars 
· Information obtained from processing tags, such as QR codes, NFC tags
· Information obtained from other positioning systems deployed in parallel to 3GPP system. 

Proposal 3: RAN2 shall consider privacy preserving mechanisms to provide training data containing ground truth label to the network or external server, for training the UE-sided model.

Proposal 4: UE shall request NW to transfer the model, if the UE determines an alternative model would bring better performance / cost tradeoff, based on the estimator provided. 

Proposal 5: RAN2 shall consider filtering on the input statistics and output statistics (or monitoring output, e.g. position error) using the filtering configuration provided by NW and inform LMF
Alt 1: Report the statistics to LMF for monitoring 
Alt 2: Provide a fault indication, if the statistics differ by a threshold value configured by NW. 

Proposal 6: A UE may be configured to collect and report data to NW, if certain events are triggered. 

Proposal 7: UE shall report its capability to provide ground truth labels or its ability to provide additional information to improve the ground truth labels to the NW. 

Proposal 8: If the UE needs assistance from NW to perform monitoring, then the UE shall send a request to NW, indicating the type of assistance data needed.

Proposal 9: UE shall report its capability to provide ground truth labels or its ability to provide additional information to improve the ground truth labels to the NW for LCM of NW-based AI/ML models. 

Proposal 10:  The UE shall provide ground truth labels or additional information to improve the ground truth labels, when configured by the network.  

Proposal 11: A UE may be configured to collect and report data to the network, if certain events are triggered. The events may be: 
· UE travelling in a preconfigured track, where the NW intends to collect data.
· UE entering a certain area. 
· UE detecting certain signals above a certain threshold. 
· UE performance degrading beyond a certain threshold. 
Proposal 12: The UE shall provide the timestamp aligned with the network time to associate the ground truth label with measurements from the network. 

Proposal 13: The UE shall, subject to its capabilities and privacy, be configured to report its ground truth (i.e. UE position at one or more point in time), together with uncertainties to the LMF for assisting training for Case 3a. 

Proposal 14: RAN2 shall further study if specification is needed beyond what is needed for Case 3b. 

Proposal 15: RAN2 shall consider case 2a after further progress on first priority use cases. 
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