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Introduction 
In the Rel-19 XR SID, the following objective is specified:
	For the UL, Study and if justified, specify enhancements using delay/deadline information, for support of UL scheduling to enable high XR capacity while meeting delay requirements/avoiding too late PDUs. [RAN2].
Note: LCP implementation complexity need to be taken into account when evaluating solutions.


At RAN2#125-bis, the following agreements related to the above objective were made:
	· RAN2 will study whether/how to resolve the issue of data with low remaining time being delayed due to other data from LCHs with higher LCH priority when using the existing LCP procedure. At least the following alternatives will be studied:
· Alternative 1: Enhance LCP restrictions/LCH selection.
· Alternative 2: Enhance LCH prioritization.
· RAN2 should consider potential impact on traffic from SRBs.


In addition, RAN2 also agreed to study enhancements to DSR:
	· RAN2 will study enhancing existing DSR with additional information, e.g. multiple pairs of remaining time/buffer information, importance. FFS whether this only includes more information on delay-critical data or also information about non-delay critical data.


In this paper, we discuss enhancements that can meet the above objective and agreements.
Discussion
Delay-aware LCH prioritization 
Various kinds of enhancements were proposed at the last RAN2 meeting to make LCP procedures more delay aware. Among them were two popular categories of proposals:
· During LCH prioritization, UE first performs prioritization among only delay-critical data. If there are resources left, UE then perform legacy LCH prioritization among remaining data.
· During LCH prioritization, UE gives higher priority to delay-critical data than the default one configured to its logical channel.    
We think these two proposals probably have similar levels of performance in terms of improving delay performance (or improving capacity) but may have different impact on UE implementation. For example, with the first type of proposals, UE has to perform two rounds of LCH prioritization for each UL grant, i.e. it first goes through the procedure with delay critical data from all logical channels. It then repeats the procedure with the remaining data (those not qualified to be delay critical). This means that UE has to cut the current time budget for LCH prioritization by half. This reduction can be a challenge for UE, especially when UE is scheduled with multiple UL grants in a slot. Therefore, we do not think this type of enhancement should be introduced in Rel-19 or near end of 5G. 
Observation 1. 	Performing LCH prioritization with delay-critical data first requires UE to perform two rounds of prioritization for each UL grant. That has impact on UE implementation. 
Proposal 1. 	Performing LCH prioritization with delay-critical data first is not studied.
On the other hand, assigning a different LCH priority for delay critical data can be done in the background (e.g. before UE receives a UL grant). Hence the enhancement would not have impact on the time budget of LCH prioritization. To further minimize the impact on UE implementation, we can limit delay critical data to be eligible for only one higher priority. More specifically, network can configure two priority levels for an LCH eligible for delay-aware scheduling:
· Default priority: This priority is used by data before its remaining time drops below a threshold;
· Delay-critical priority: This priority, which is higher than the default one, is used in LCH prioritization once data's remaining time drops below the threshold.
This approach allows the network to dynamically adjust the priority of data based on its remaining time, ensuring that delay-critical data is given higher priority as it approaches its deadline.
In addition to data’s own remaining time, additional factor(s) may be considered. For example, suppose LCH A is configured with a delay-critical priority, which is at the same level as the default priority of LCH B. It can be discussed further whether delay-critical data in LCH A is allowed to use its delay-critical priority if LCH B itself also has delay-critical data.
Proposal 2. 	Network can configure two priorities for an LCH eligible for delay-aware scheduling. Which priority to use during LCH prioritization depends on an SDU’s remaining time. FFS any other conditions should be considered.
Delay-aware LCP restrictions
In this section, we describe two uses case in which UE can benefit from making LCP restrictions conditional on remaining time of data. 
Use Case 1. 
Since Rel-15, a few LCP restrictions, such as maxPUSCH-Duration and configuredGrantType1Allowed have been introduced to ensure that certain UL grants are used only by delay-sensitive data, because those UL grants are optimized for low latency instead of spectral efficiency. 
Those LCP restrictions can be relevant for XR traffic too. For example, if remaining time of XR data has not dropped below a threshold, the data should be subject to LCP restrictions such as maxPUSCH-Duration. But after the remaining time of data drops below a threshold, low latency scheduling is needed to meet its delay requirement. Hence LCP restrictions such as maxPUSCH-Duration can be relaxed or removed. 
Observation 2. 	Whether to apply an LCP restriction can depend on an SDU’s remaining time, to give delay-critical data more scheduling opportunities.  
Use Case 2.
XR applications can generate different types of traffic flows, which may have different traffic characteristics and QoS requirements. Therefore, it can be more efficient to serve different traffic flows on different radio resources. For example, UL TRPs deployed near cell edge can help improve coverage for UEs when they move away from the cell center. On the other hand, traffic routed through them may incur additional delay. Since video traffic is more delay tolerant, it can be routed through a cell-edge UL TRP instead of directly through gNB to take advantage of its higher throughput. On the other hand, it is better to route haptic/control traffic directly through gNB, because those flows do not require high throughput but are much more delay sensitive. 
Similar arguments can be applied to data with different delay status within the same LCH. For example, when the remaining time of an SDU drops below a threshold, it should be routed through radio resources with low delay (e.g. directly to gNB instead of via a UL TRP near cell edge). Otherwise, it should be routed through radio resources optimized for throughput.
Routing traffic through different radio resources can be implemented through LCP restrictions, e.g. by configuring different allowedServingCells for different LCHs. However, legacy LCP restrictions are “static”, i.e. a restriction does not change with states of the LCH (e.g. delay status, buffer size). Thus, it can’t be used to steer traffic based on their delay status, as described above. One way to fix that is to make LCP restrictions conditional on the remaining time of an SDU. For example, an LCH can be configured with two sets of LCP restrictions:
· Default restrictions: This set of LCP restrictions is used by SDUs whose remaining times are above a threshold;
· Delay-critical restrictions: This set of LCP restrictions is used by SDUs whose remaining time are below a threshold.
Observation 3. 	Different LCP restrictions can be applied based on SDUs’ remaining times, e.g. to route delay-critical data only through low-latency radio resources.  
Based on the analysis of the two use cases above, we can see that LCHs with delay-sensitive traffic can be better supported if they can apply a different set of LCP restrictions or no restrictions based on their remaining times.   
Proposal 3.	To enable delay-aware UL scheduling, study enhancements that allow an LCH to apply different LCP restrictions based on remaining time of its SDUs.
Delay-aware UL scheduling in DC
In DC configurations, different cell groups may have different delay performance. For example, suppose the secondary PCell is a high-band carrier not co-located with the PCell. As a result, it has higher throughput but a longer delay for its traffic. Then it is not hard to see that the same use case described in the previous section applies too, i.e. it is more efficient to route video traffic through the SN but haptic/control traffic through the MN. 
Observation 4. 	If different cell groups have different delay and throughput performance, it is desirable to route different types of traffic through different cell groups.
In legacy, network controls how UE routes its UL traffic by data volume. More specifically, 
· Network configures one of the cell groups to be the primary path and the other secondary path. 
· If a DRB’s data volume is below a configured threshold, ul-DataSplitThreshold, UE reports its data volume only to the primary path. Otherwise, it reports data volume to both paths.
However, in some scenarios, preferred routes based on delay (or remaining time) may be different from those based on data volume. For example, when a data burst just starts to arrive (thus data volume is low) and SDUs still have enough remaining time left, data can be reported and sent to either cell group. When buffer starts to build up (thus data volume is high) and the remaining time of some data is approaching zero, then the delay-critical data should be routed only through the cell group with small delays. Therefore, delay sensitive traffic should be routed based on its delay status instead of its data volume. 
Observation 5. 	Delay-sensitive traffic should be routed based on delay status instead of data volume. 
Based on the above analysis, we think it is well justified to study new rules for scheduling different types of XR traffic with UL split bearers. This study can include what information UE should report to network (e.g. DSR vs BSR or both) about a delay-sensitive DRB and how UE should route delay-sensitive traffic based on its delay status.
Proposal 4. 	For DC configuration, study new rules for UE to report delay-sensitive data over a UL split bearer based on remaining time instead of data volume.
Enhancements to DSR
The delay information in the current format of DSR MAC CE indeed can be coarse in some situations and thus creates ambiguity for gNB. For example, UE reports only the shortest remaining time and total amount of data whose remaining time is below the triggering threshold for DSR. However, it can be quite different for gNB scheduler whether all PDUs in a PDU set arrive at the same time or there are jitters between those PDUs. The latter case can cause gNB to schedule more aggressively than necessary. 
Therefore, it would be beneficial to gNB if UE can report delay information with more granularity in DSR MAC CE. This can be achieved by network configuring multiple reporting thresholds on remaining time and UE reporting data volume whose remaining time is below each configured reporting threshold. 
Proposal 5. 	Network can configure an LCG with multiple DSR reporting thresholds. For each threshold, UE reports data volume whose remaining time is below that threshold.  
At the last meeting, it was also discussed whether enhanced DSR MAC CE should include information related to PDU Set Importance (PSI). In our view, that is unnecessary. Other than discarding during congestion, PDU sets with difference importance levels do not need other differentiated handling. In fact, SA2 discussed QoS handling for different PSIs in Rel-18 and at the end agreed that PDU sets with different importance levels should NOT be mapped to different logical channels. That means that PSIs have the same delay and reliability requirements during normal operations. 
Proposal 6. 	Enhanced DSR MAC CE does not need to include any delay information related to PDU Set Importance. 
Conclusion
Based on the above analysis, we respectively request RAN2 to discuss and agree to the following proposals:
Delay-aware LCH prioritization
Observation 1. 	Performing LCH prioritization with delay-critical data first requires UE to perform two rounds of prioritization for each UL grant. That has impact on UE implementation. 
Proposal 1. 	Performing LCH prioritization with delay-critical data first is not studied.
Proposal 2. 	Network can configure two priorities for an LCH eligible for delay-aware scheduling. Which priority to use during LCH prioritization depends on an SDU’s remaining time. FFS any other conditions should be considered.
Delay-aware LCP restrictions
Observation 2. 	Whether to apply an LCP restriction can depend on an SDU’s remaining time, to give delay-critical data more scheduling opportunities.  
Observation 3. 	Different LCP restrictions can be applied based on SDUs’ remaining times, e.g. to route delay-critical data only through low-latency radio resources.  
Proposal 3.	To enable delay-aware UL scheduling, study enhancements that allow an LCH to apply different LCP restrictions based on remaining time of its SDUs.
Delay-aware UL scheduling in DC
Observation 4. 	If different cell groups have different delay and throughput performance, it is desirable to route different types of traffic through different cell groups.
Observation 5. 	Delay-sensitive traffic should be routed based on delay status instead of data volume. 
Proposal 4. 	For DC configuration, study new rules for UE to report delay-sensitive data over a UL split bearer based on remaining time instead of data volume.
Enhancements to DSR
Proposal 5. 	Network can configure an LCG with multiple DSR reporting thresholds. For each threshold, UE reports data volume whose remaining time is below that threshold.  
Proposal 6. 	Enhanced DSR MAC CE does not need to include any delay information related to PDU Set Importance. 
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