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1. Introduction

In RAN2#125bis meeting, RAN2 made the following agreements on LCM for positioning use case [1]:

Agreements

1
RAN2 confirms that UE will not be informed about any gNB/LMF-sided model/functionality management decision (e.g., selection, (de)activation, switching, fallback, etc.)

2
RAN2 confirms that UE will not be involved in any gNB/LMF-sided model/functionality management decision making (e.g., selection, (de)activation, switching, fallback, etc.), except being configured to provide the required measurement/data. 

3
RAN2 focuses on the data collection procedure from UE to NW (e.g., gNB, LMF, or OAM) for the sake of NW-sided model LCM (including training, inference, management).
Agreements:

1 RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training
2 For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
3 There is no specification impact associated to gNB-side model inference, depending on further RAN1 input.    

4 FFS whether rhere is specification impact associated to gNB-side model monitoring.
5 For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
6 For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.
Agreements

1.
Which AI/ML-enabled Features/FGs and functionalities are supported should be standardized. The details wait for RAN1’s progress.   “supported” means that the UE is capable of supporting the functionality and doesn’t mean neccesarily that the UE has the model available.  FFS what functionality refers to.  
2.
Supported AI/ML-enabled Features/FGs and supported functionalities are included in UE capability.

Agreements for positioning and beam management 

1 Support proactive reporting of UE-sided applicable functionality, e.g., the UE reports its applicable AI/ML functionalities via UAI message/LPP message.  
2 Support reactive reporting of UE-sided applicable functionality.  The NW configures AI/ML functionalities via RRC/LPP message.  FFS what the configuration contains. FFS how to report applicable functionality and what is applicable functionality 

3
FFS how the two approaches will be specified and whether we can combine them into one procedure.    FFS how to report applicable functionality, what is applicable functionality, how the UE determines which function is applicable or not (if it is needed)
Agreements:

1
For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  

2
“UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19

In this contribution, we will further focus on LCM discussion for positioning use case except model transfer/delivery part and data collection for model training purpose.
2. Discussion 
For positioning, based on latest WID scope, the following use cases will be the first priority [2]:

· Direct AI/ML positioning:

· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 

 

· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
For positioning Case 1 and Case 2a, UE-sided model is used. To report UE-sided applicable functionality associated with the available model. In our view, both explicit and implicit method can be considered. For explicit method, RAN2 can consider to introduce functionality ID or model ID for UE-sided applicable functionality, i.e. each UE-sided supported sub-use case is associated with a functionality ID or model ID. As for implicit method, NW may need to give its concerned UE-sided functionality to UE side via DL message and then UE gives the response via a bitmap included in a UL message to indicate its applicability for each NW concerned UE-sided functionality. In our view, explicit method is more future proof considering more and more UE-sided supported sub-use case may be introduced in the future.

Proposal 1: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes functionality ID is used by UE to indicate UE-sided applicable functionality. The reported functionality ID refers to a UE-sided supported sub-use case.
For positioning use cases, it’s straightforward to use LPP to carry the UE-sided applicable functionality info.
Proposal 2: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes LPP signaling is used by UE to report UE-sided applicable functionality.
To make the UE reporting efficient, NW may give some filtering info when triggering UE to report UE-sided applicable functionality. If P1 is agreed, we think it’s nature that NW can use functionality ID or model ID to work as the filtering info.

Proposal 3: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes NW will use functionality ID to filter UE-sided applicable functionality reporting. The configured functionality ID refers to a NW concerned UE-sided sub-use case.
Proposal 4: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes LPP signaling is used by NW to configure the filtering info for UE-sided applicable functionality reporting.
RAN1 understands associated IDs can be considered as the additional condition which refers to the data collection related configuration(s). And UE reports information of its AI/ML models corresponding to associated IDs to the NW. In our view, associated ID is the finer granularity of UE-sided applicable functionality reporting as even within the same functionality/sub-use case, one or multiple associated IDs can refer to the same functionality/sub-use case, each associated ID refers to a NW side data collection configuration.

Proposal 5: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes UE can also report at least one associated ID per functionality when reporting UE-sided applicable functionality. The associated ID refers to a NW side data collection configuration.
As a common understanding, the consistency of training dataset and the real dataset for AI model inference is critical to ensure the good performance of a trained AI/ML model. Otherwise, the performance of the trained AI model will degrade significantly and it cannot be practically deployed for commercial case(s). Thus, it is beneficial to consider some mechanism(s) to ensure this kind of consistency for AI model for positioning. In the Rel-19 WID, there is a dedicated objective for this issue:

	· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


Among the afore-mentioned five cases for AI-based positioning, Case 1 and Case 2a are using UE-side AI model. Thus, some mechanism is needed to ensure the consistency of UE-side AI model for Case 1 and Case 2a. In theory, there are many aspects that may impact the applicability and/or performance of UE-side AI model, e.g.,
· Number of the TRPs

· Location of TRPs

· The beams underlaying the positioning RS

· Scenario/Area

· …

Meanwhile, it is required to preserve the propriety and confidential information of network vendors and operators. As a result, many aspects should not be disclosed, e.g., deployment of TRPs, beam patterns at NW and so on. Thus, one compromised way is to introduce some logic information (e.g., in form of identification) to ensure that the dataset (or scenarios) for training is consistent with that for inference.
Proposal 6: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes at least one associated ID can be signaled from network to UE per functionality to ensure the consistency of AI model training and AI model inference. The associated ID refers to a NW side data collection configuration.
For network-sided model inference input on positioning use cases, RAN1 gave the following guidance in the reply LS [3]:

· For positioning enhancement use case:

· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.

· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.

· For gNB-sided model inference (Case 3a), input data is internally available at gNB.

· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.

· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
For Case 1, input data is internally available at UE. For Case 3a, input data is internally available at gNB. For Case 3b, input data is generated by gNB and terminated at LMF.
Proposal 7: For inference data collection of AI/ML based positioning Case 3b, input data is generated by gNB and gNB will transfer the input data to LMF via NRPPa. The details of input data and signaling need input from other groups.
3. Conclusion
In conclusion, we propose the followings:

Proposal 1: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes functionality ID is used by UE to indicate UE-sided applicable functionality. The reported functionality ID refers to a UE-sided supported sub-use case.
Proposal 2: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes LPP signaling is used by UE to report UE-sided applicable functionality.
Proposal 3: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes NW will use functionality ID to filter UE-sided applicable functionality reporting. The configured functionality ID refers to a NW concerned UE-sided sub-use case.
Proposal 4: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes LPP signaling is used by NW to configure the filtering info for UE-sided applicable functionality reporting.
Proposal 5: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes UE can also report at least one associated ID per functionality when reporting UE-sided applicable functionality. The associated ID refers to a NW side data collection configuration.
Proposal 6: For AI/ML based positioning of Case 1 and Case 2a, RAN2 assumes at least one associated ID can be signaled from network to UE per functionality to ensure the consistency of AI model training and AI model inference. The associated ID refers to a NW side data collection configuration.
Proposal 7: For inference data collection of AI/ML based positioning Case 3b, input data is generated by gNB and gNB will transfer the input data to LMF via NRPPa. The details of input data and signaling need input from other groups.
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