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1. Introduction

In RAN2#125bis meeting, RAN2 made the following agreements on data collection for NW-sided model training [1]:

Agreements

1
For the NW-side data collection related to beam management use cases, RAN2 to consider gNB-centric and OAM-centric approaches

2
We aim that the same measurement framework is applied to both gNB-centric data collection and OAM-centric data collection for NW-side data collection.

3
RAN2 supports enhancements to MDT for data collection framework for training.  FSS Whether to enhance logged or immediate MDT 
In this contribution, we will focus on LCM discussion on data collection for network-sided model training purpose.
2. Discussion 
The following proposal was discussed during the last RAN2 meeting, but people had concerns on UE supporting data logging [1]:

Proposal 2
The data collection frameworks (gNB-/OAM- centric) for NW-side training should be based on the following principles:

a.
The UE should support logging of radio measurements related to NW-side model training

b.
The UE can be configured by the gNB to report the logged data periodically, or event-driven, or on gNB request.

c.
A minimum requirement on the memory size should be considered to avoid excessive UE memory usage.
Considering data collection for model training is not time critical, we understand the method to report logged data is more efficient than one shot real-time reporting procedure. To also address people’s concern on UE memory, we think we can set the similar memory limitation as logged MDT feature for data logging, for which 64k Bytes is the maximum data volume for UE data logging.
Proposal 1
The data collection frameworks (gNB/OAM-centric) for NW-side training should be based on the following principles:

a.
The UE should support logging of radio measurements related to NW-side model training

b.
The UE can be configured by the gNB to report the logged data periodically, or event-driven, or on gNB request.

c.
64k Bytes is the maximum data volume for UE data logging.

RAN2 supports enhancements to MDT for data collection framework for training. One FFS is whether to enhance logged or immediate MDT [1].
We understand both logged and immediate MDT have pros and cons for data collection for NW-sided model training purpose. For logged MDT, the main concern is that this MDT type is not applicable for RRC_CONNECTED mode; while for immediate MDT, data logging is not supported. In our view, to be more future proof, we propose to introduce a new MDT type, which is extendable for future use cases, e.g. AI mobility. This can make our discussion simple.
Proposal 2: Introduce a new MDT framework for data collection for NW-sided model training, which fulfills the following requirements:
· Multiple samples can be reported within one report, i.e. support UE data logging;
· Have the flexibility to collect data from any RRC states;
· The UE can be configured by the gNB to report the logged data periodically, or event-driven, or on gNB request;
· Extendable for future use cases.
As for the metric to collect, RAN1 gave the following guidance in the reply LS during the study item phase [2]:
For Beam management

	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side


	L1-RSRPs and/or beam-IDs


	See Note 1 for L1-RSRPs


	Relaxed


	


Based on above, it’s quite clear that at least L1-RSRPs and/or beam-IDs needs to be collected for BM model training.
Proposal 3: For data collection for NW-sided BM model training, at least L1-RSRPs and/or beam-IDs needs to be collected from UE side.
As for positioning use cases, only the following use cases are first priority for network-sided model [3]:
· Direct AI/ML positioning:

· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 

 

· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
Before we discuss which metric will be collected for training purpose, we should first clarify which entity is suitable to train a positioning model as this will obviously impact which signaling can be used for training data collection.
For AI/ML based positioning Case 3b, we understand at least LMF entity can be used to train LMF-sided model. It’s not a good idea to rely on OAM to train an LMF-sided model considering OAM usually has less knowledge for positioning metrics.
Proposal 4: For AI/ML based positioning Case 3b, at least LMF entity can be used to train LMF-sided model. OAM is not used to train LMF-sided model.
For AI/ML based positioning Case 3a, we understand at least gNB can be used to train gNB-sided model. Although RAN3 considers to use OAM to train gNB-sided model for other use cases, e.g. energy saving, we still think OAM is not suitable to train a positioning model considering OAM usually has less knowledge for positioning metrics. As for LMF, we think it’s still possible for LMF to train a gNB-sided model for positioning use cases.
Proposal 5: For AI/ML based positioning Case 3a, at least gNB can be used to train gNB-sided model. OAM is not used to train gNB-sided model. FFS whether to consider LMF entity to train gNB-sided model.
The next part is about which metric will be collected for positioning model training. For AI/ML based positioning, RAN1 made the following agreements during the last meeting [4]:
Agreement

For training data collection of AI/ML based positioning, the collected data sample can include the following components:

Part A:

· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:

· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 

Note: contents in Part A and Part B may or may not be generated by different entities.

Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

It’s obvious that Part A info is related to channel measurement of positioning reference signal while Part B info is related to ground truth label of location.

For positioning Case 3a/3b, RAN1 further made the following agreement [4]:

Agreement

For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.
For training data collection of AI/ML based positioning Case 3a, if P5 is agreed, i.e. gNB is used to train gNB-sided model, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB and collected by gNB. RAN3 may be involved if the collected training data needs to be transferred via Xn.
Proposal 6: For training data collection of AI/ML based positioning Case 3a, if gNB is used to train gNB-sided model, RAN2 assumes the measurement and its related data (e.g., timestamp) are generated by TRP/gNB and collected by gNB. Whether the collected training data needs to be transferred via Xn depends on RAN3 decision.
For training data collection of AI/ML based positioning Case 3b, if LMF entity is used to train LMF-sided model. gNB will further transfer the collected measurement and its related data (e.g., timestamp) to LMF via NRPPa.
Proposal 7: For training data collection of AI/ML based positioning Case 3b, if LMF is used to train LMF-sided model, RAN2 assumes the measurement and its related data (e.g., timestamp) are generated by TRP/gNB and gNB will further transfer the collected measurement and its related data (e.g., timestamp) to LMF via NRPPa.
As for the label, RAN1 further made the following agreements [4]:

Working Assumption

For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:

· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement

For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:

· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 

Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 

For Case 3b, we assume LMF entity will be used to train LMF-sided model, so if the label and its related data (e.g., time stamp) is generated by LMF, no spec impact is identified while if the label and its related data (e.g., time stamp) is generated by PRU, LPP will be used to transfer the label and its related data (e.g., time stamp) to LMF.
Proposal 8: For training data collection of AI/ML based positioning Case 3b, if LMF is used to train LMF-sided model and the label and its related data (e.g., time stamp) is generated by PRU, RAN2 assumes LPP will be used to transfer the label and its related data (e.g., time stamp) to LMF.
For Case 3a, we assume gNB will be used to train gNB-sided model, so if the label and its related data (e.g., time stamp) is generated by LMF, LMF needs to transfer the label and its related data (e.g., time stamp) to gNB via NRPPa.
Proposal 9: For training data collection of AI/ML based positioning Case 3a, if gNB is used to train gNB-sided model and the label and its related data (e.g., time stamp) is generated by LMF, RAN2 assumes NRPPa will be used to transfer the label and its related data (e.g., time stamp) to gNB from LMF.
3. Conclusion
In conclusion, we propose the followings:

Proposal 1
The data collection frameworks (gNB/OAM-centric) for NW-side training should be based on the following principles:

· a.
The UE should support logging of radio measurements related to NW-side model training

· b.
The UE can be configured by the gNB to report the logged data periodically, or event-driven, or on gNB request.

· c.
64k Bytes is the maximum data volume for UE data logging.

Proposal 2: Introduce a new MDT framework for data collection for NW-sided model training, which fulfills the following requirements:
· Multiple samples can be reported within one report, i.e. support UE data logging;
· Have the flexibility to collect data from any RRC states;

· The UE can be configured by the gNB to report the logged data periodically, or event-driven, or on gNB request;
· Extendable for future use cases.
Proposal 3: For data collection for NW-sided BM model training, at least L1-RSRPs and/or beam-IDs needs to be collected from UE side.
Proposal 4: For AI/ML based positioning Case 3b, at least LMF entity can be used to train LMF-sided model. OAM is not used to train LMF-sided model.
Proposal 5: For AI/ML based positioning Case 3a, at least gNB can be used to train gNB-sided model. OAM is not used to train gNB-sided model. FFS whether to consider LMF entity to train gNB-sided model.

Proposal 6: For training data collection of AI/ML based positioning Case 3a, if gNB is used to train gNB-sided model, RAN2 assumes the measurement and its related data (e.g., timestamp) are generated by TRP/gNB and collected by gNB. Whether the collected training data needs to be transferred via Xn depends on RAN3 decision.

Proposal 7: For training data collection of AI/ML based positioning Case 3b, if LMF is used to train LMF-sided model, RAN2 assumes the measurement and its related data (e.g., timestamp) are generated by TRP/gNB and gNB will further transfer the collected measurement and its related data (e.g., timestamp) to LMF via NRPPa.
Proposal 8: For training data collection of AI/ML based positioning Case 3b, if LMF is used to train LMF-sided model and the label and its related data (e.g., time stamp) is generated by PRU, RAN2 assumes LPP will be used to transfer the label and its related data (e.g., time stamp) to LMF.
Proposal 9: For training data collection of AI/ML based positioning Case 3a, if gNB is used to train gNB-sided model and the label and its related data (e.g., time stamp) is generated by LMF, RAN2 assumes NRPPa will be used to transfer the label and its related data (e.g., time stamp) to gNB from LMF.
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