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[bookmark: _Ref142482373]Introduction

The Rel-18 study on AI/ML Air Interface [1] has been concluded. The study has been captured into the Technical Report TR 38.843 [2]. Based on the Rel-18 study outcome, at RAN #102, a new Work Item on artificial intelligence/machine learning for NR air interface has been approved in [3], with the following objectives:


	Objective of SI or Core part WI or Testing part WI
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 

· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardized solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 

Objective of Performance part WI
· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.



In this contribution, for the sub-agenda “other aspects of AI/ML model and data”, we discuss the following aspect among the Rel-19 objectives.

	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 




Model identification concept and procedure in the context of LCM
The following regarding model identification has been agreed, and captured in TR 38.843 based on the Rel-18 study:  

	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 



Correspondingly, this section discusses model identification.

Background
Two LCM flavors, namely functionality-based LCM and model-ID-based LCM have been discussed in the Rel-18 study. The boundary between the two is blurry in that:


	From TR 38.843
...
From RAN1 perspective, an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
...
For functionality/model-ID based LCM, once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring. 
Model ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.



Regardless of the naming, for the UE-side models (including the UE-part of two-sided models), the primary objective is to establish common understanding between NW and UE regarding the AI/ML capability/applicability at the UE-side and to facilitate UE-side model operations (either via model ID or transparently inside a functionality). In this regard, handling of NW-side additional conditions for UE-side models is a key discussion, of which model identification is one of the possible solutions.

Toward this end, the Rel-18 study concluded the following:
	From TR 38.843
...
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
-	Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
-	Model training at NW and transfer to UE, where the model has been trained under the additional condition
-	Information and/or indication on NW-side additional conditions is provided to UE 
-	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
-	Other approaches are not precluded
-	Note: 	the possibility that different approaches can achieve the same function is not denied
...
For AI/ML model identification of UE-side or UE-part of two-sided models, model identification is categorized in the following types:
-	Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
-	The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 
-	Type B: Model is identified via over-the-air signalling,
-	Type B1: 
-	Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Type B2: 
-	Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Note: 	This study does not imply that model identification is necessary.
One example use case for Type B1 and B2 is model identification in model transfer from NW to UE. Another example is model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer. Note: Other example use cases are not precluded. Note: Offline model identification may be applicable for some of the example use cases.
Once models are identified, at least for Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. Note: model identification using capability report is not precluded for type B1 and type B2. 
Model ID may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. Note: Details can be studied in the WI phase. 



With the above background in mind from the Rel-18 study, in the next section, we discuss model identification for ensuring consistency between training and inference regarding NW-side additional conditions for UE-side models.

Handling of NW-side additional conditions for UE-side models
First, let us review the various options for ensuring consistency between training and inference regarding NW-side additional conditions for UE-side models.
a) Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
b) Model training at NW and transfer to UE, where the model has been trained under the additional condition
c) Information and/or indication on NW-side additional conditions is provided to UE 
d) Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
Now, as mentioned in Section 2.1, we have two model identification types, namely model identification Type A and Type B. The purpose of this section is to discuss various options and details for the two model identification types, in light of the agreements from RAN1 #116 and RAN1 #116-bis. We start by model identification Type B in Section 2.2.1, and discuss details associated with model identification Type A later in Section 2.2.2.

Model identification Type B
First, let us consider the following agreement and observation from RAN1 #116:

	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring



As highlighted above, five options have been spelled out for model identification Type B, and we discuss each of the options in more detail, in the following subsections.

1 
2 
2.1 
2.2 
2.2.1 
Model identification with data collection related configuration(s) and/or indication(s) (MI-Option 1)
In this solution, NW-side additional conditions are aligned via over-the-air signaling from NW to UE for training. There is a related agreement from RAN1 #116 for this option:

	Agreement (RAN1 #116)
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion



An important aspect of the above agreement is to characterize the relationship between model ID and data collection related configuration(s) and/or indication(s). To address the above agreement, the following was agreed in RAN1 #116-bis, shedding more light on the relationship between model ID and data collection related configuration(s) and/or indication(s), which is referred to as “associated ID” in the agreement below:

	Agreement
[bookmark: _Hlk166076985]From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· [bookmark: _Hlk166173922]A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.



We discuss further details related to AI-Example1 of MI-Option 1 in the following:

With regards to the alternatives in the agreement above for “how model ID(s) is determined/assigned”, we consider Alt.3, and elaborate on how Alt.3 works below. To this end, we consider NW-side initiated model identification and explain the related procedure below:


NW-side initiated model identification (Alt. 3 of AI-Example1): For this flavor, associated ID may be regarded as a (logical) model ID, and the NW’s signaling of an associated ID may be regarded as a trivial “model identification”. This can be interpreted as model identification Type B2. In other words, model ID may be the same as associated ID, or there can be a one-to-one relationship between model ID and associated ID. It is important to highlight here that a model ID in this context is NOT associated with any particular UE vendors or UE types; the same model ID may be used across different UE vendors, different UE types, and different physical models at a UE, as the model ID only represents the underlying NW-side additional condition(s).

Now, let us consider another flavor in which the model identification procedure is initiated by UE, and discuss the relationship between model ID and associated ID in that context.

UE-side initiated model identification (Alt. 1/Alt. 2 of AI-Example1): For this flavor, after Step C in the agreement above, there is a follow-up procedure by UE wherein UE initiates model identification procedure (Step D) and notifies gNB that it has a model for the corresponding associated ID (signaled to UE in Step A) and gets a model ID assigned. NW can record the association between the assigned model ID and the associated ID, so that whenever NW uses the NW-side additional condition (represented by the corresponding associated ID) toward the UE, NW may configure the model ID for the UE. It is important to highlight that for this case, different UE vendors and/or different UE types may use different model IDs, for the same associated ID. With that said, this comes with the downside of the NW-side bookkeeping of individual UE’s model IDs, and therefore leads to increased NW-side LCM complexity.
Given the discussions above, we propose the following:

[bookmark: _Hlk166225221]Observation 1: Alt. 3 of AI-Example1 which is representative of NW-side initiated model identification, can serve the purpose of helping with ensuring consistency of NW-side additional conditions across training and inference, and is a more reasonable alternative compared to other alternatives which may lead to increased NW-side LCM complexity.

Proposal 1: Regarding “how model ID(s) is determined/assigned” in Step D of AI-Example1 of MI-Option 1, support Alt. 3 in which associated ID(s) is assumed as model ID(s).

Model identification in model transfer from NW to UE (MI-Option 3)
One solution to ensure consistency between training and inference regarding NW-side additional conditions is to train a model at NW and transfer to UE. As the NW is aware of its own NW-side additional conditions, NW can train one or more models, each for specific NW-side additional conditions, and for inference, have the model that matches the inference time NW-side additional conditions transferred to UE, thereby ensuring consistency between training and inference.

During model transfer, model being transferred may be identified by a model ID. This belongs to model identification Type B2.

Model identification via standardization of reference models (MI-Option 4)
We don’t think that this option belongs to model identification Type B. Rather, it belongs to model identification Type A. Further details on this are going to be discussed in Section 2.2.2.

[bookmark: _Ref149863525]Model identification via model monitoring (MI-Option 5)
Let us consider the following observation from RAN1 #116:

	Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring



As also highlighted in the above observation, it may also be possible to rely on performance monitoring to ensure consistency between training and inference regarding NW-side additional conditions.

As a toy example, let’s assume that NW side has two different gNB beam codebook configurations, CB1 and CB2. Let’s further assume that, without knowledge of gNB beam codebook configurations, UE-side develops multiple models, model 1, 2, 3, and 4, where each model is developed based on certain hypothetical gNB beam shape assumptions. Let’s assume that model 1 happens to work well for CB1 (perhaps because the hypothetical gNB beam shape assumed for model 1 training matches reasonably well with CB1), and model 2 happens to work well for CB2. Suppose that gNB is using CB1 during inference. Prior to inference, UE blindly tries all the 4 models and monitors their performance. UE finds out that model 1 works well. Then, UE proceeds with using model 1 during inference. Note here that there is no model identification; NW does not know the existence of the four models at UE, and the model numbers 1-4 are internal to the UE-side.

Obviously, this trial-and-error approach based on monitoring is inefficient, as it will incur overhead in terms of latency and UE power consumption. It’s also quite possible that none of the hypothetical gNB beam shapes UE used for model training matches with the actual gNB codebooks, in which case even the best model selected out of monitoring may have a poorer performance compared to the other solutions based on offline/over-the-air alignment or model transfer.

One potential approach to relieve the latency and power consumption overhead is to perform model identification after monitoring. That is, once the best performing model (model 1 in the above example) is determined via monitoring, UE may initiate model identification, letting NW know that UE has a model that works (reasonably) well under the NW-side additional condition (which is unknown at UE) and gets a model ID assigned. NW can record the association between the assigned model ID and the NW-side additional condition, so that whenever NW uses the same NW-side additional condition toward the UE, NW may configure the model ID for the UE. Therefore, the UE needs to go through the trial-and-error monitoring only once for the given NW-side additional condition. Furthermore, other UEs of the same type from the same vendor supporting the model can also update their capability to indicate the support of the model ID to the NW.

[bookmark: _Hlk166171676]While the above post-monitoring model identification may relieve the latency and power consumption overhead, it comes with the downside of the NW-side bookkeeping of individual UE’s model IDs.

Overall, the monitoring-based approach (MI-Option 5) does not seem attractive due to the above-mentioned downsides.

Model identification Type A
Now that we have discussed different options for model identification Type B, in this section, we focus on model identification Type A, and its corresponding options. Again, let us consider the following agreements from RAN1 #116:

	[bookmark: _Hlk163076538]Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· [bookmark: _Hlk162451652]MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· •	MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· •	MI-Option 5. Model identification via model monitoring



	Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· [bookmark: _Hlk162448344]Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion



It is important to highlight the fact that some of the model identification options defined above are not exclusively limited to model identification type B, and some are applicable to model identification type A as well. Also, consider the agreement below from 9.1.3.2 in RAN1 #116:

	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.



Different options that have been identified in the above agreement necessitate a closer look into the corresponding possible model identification types, some of which are based on model identification Type A. Further details on the relation of the above options with different model identification types are discussed in Section 2.3.

Given the above discussion, it is important to also study different model identification options for model identification Type A, hence we propose the following:


Proposal 2: To facilitate the discussion, RAN1 studies the following options as starting point for model identification type A with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset exchange
· MI-Option 3: Model identification with model exchange between NW-side and UE-side
· MI-Option 4: Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5: Model identification via standardized dataset 
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3, MI-Option 4, MI-Option 5) are used only for discussion purpose
Note: other options are not precluded

Now, as a follow-up on the second agreement cited in the beginning of this subsection on MI-Option 1 for model identification Type B, the relationship between model ID and data collection related configuration(s) and/or indication(s) (e.g., associated ID), as well as the related procedures, and applicable use cases should also be elaborated for model identification type A, which is discussed in the remainder of this subsection. We can consider two flavors for offline model identification:

· NW-side-initiated offline model identification
· UE-side-initiated offline model identification

In the following, we discuss some details related to each flavor.

[bookmark: _Hlk162451744]NW-side-initiated offline model identification: During offline collaboration for alignment, NW-side can provide indication on NW-side additional conditions to the UE-side(s) in the form of an associated ID. In this context, model ID can be assumed to be the same as associated ID. In particular, a model ID is NOT associated with any particular UE vendors or UE types; the same model ID may be used across different UE vendors, different UE types, and different physical models at a UE, as the model ID only represents the underlying NW-side additional condition(s).

Once the NW-side shares the associated ID with the UE, it is up to the UE-side to develop physical model(s) to add the support of the (logical) model ID at the UE. There is no model identification/registration from the UE-side to the NW-side. As the model is identified without over-the-air signaling, it belongs to Model Identification Type A. Following a similar flow as AI-Example1, the following proposal summarizes the flavor of NW-side initiated offline model identification.

Proposal 3: From RAN1 perspective, for UE-sided model(s) developed at UE side, following procedure is an example (noted as AI-Example2) of MI-Option1 for model identification Type A:
· A: For data collection, the data collection related configuration(s) and it/their associated ID(s) is coordinated offline between NW and UE
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed at UE side based on the collected data corresponding to the associated ID(s). 
· D: The associated ID(s) in Step A is assumed as model ID(s), and UE reports supported AI/ML model IDs.
Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.

Proposal 4: Support AI-Example2 of MI-Option1 for model identification Type A.


UE-side-initiated offline model identification: There can be two possible flavors for UE-side-initiated offline model identification. For the first flavor, NW signals the associated ID to the UE, and then UE starts collecting data for the corresponding associated ID, and develops models based on the associated ID. Then, UE-side may initiate model identification procedure in an offline manner, after which a model ID may be assigned. Now, there is also a second flavor in which the first Step of the procedure (associated ID assignment) is done via offline coordination. For both of the above flavors, different UE vendors and/or different UE types may use different model IDs, for the same set of NW-side additional conditions. Whenever NW uses the NW-side additional condition (represented by the corresponding associated ID) toward the UE, NW may configure the model ID for the UE. With that said, this comes with the downside of the NW-side bookkeeping of individual UE’s model IDs, and therefore leads to increased NW-side LCM complexity.

The procedures associated with the above two flavors are discussed in the following two proposals.


Proposal 5: From RAN1 perspective, for UE-sided model(s) developed at UE side, following procedure is an example (noted as AI-Example3) of MI-Option1 for model identification Type A:
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE-side initiates model identification procedure in an offline manner and gets a model ID(s) assigned, and UE reports supported AI/ML model IDs. 

Proposal 6: From RAN1 perspective, for UE-sided model(s) developed at UE side, following procedure is an example (noted as AI-Example4) of MI-Option1 for model identification Type A:
· A: For data collection, the data collection related configuration(s) and it/their associated ID(s) is coordinated offline between NW and UE
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE-side initiates model identification procedure in an offline manner and gets a model ID(s) assigned, and UE reports supported AI/ML model IDs. 


Two-sided models
For two-sided models, the Rel-18 study on AI/ML Air Interface [1] has concluded in TR 38.843 [2] that
	In CSI compression using two-sided model use case, in order to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspect has been proposed:
-	Pairing information can be established based on model identification



In RAN1 #116, the following agreement has been made:
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.



We note that
· Option 1 belongs to MI-Option 4 in our Proposal 2.
· Option 2 belongs to MI-Option 5 in our Proposal 2.
· In case the method of exchanging the parameters / dataset /reference model is over the air-interface:
· Option 3 belongs to MI-Option 3 of the Type B MI-Options agreement.
· Option 4 belongs to MI-Option 2 of the Type B MI-Options agreement.
· Option 5 belong to MI-Option 3 of the Type B MI-Options agreement.
· In case the method of exchanging the parameters / dataset /reference model is offline:
· Option 3 belongs to MI-Option 3 of our Proposal 2.
· Option 4 belongs to MI-Option 2 of our Proposal 2.
· Option 5 belong to MI-Option 3 of our Proposal 2.

CN/OAM/OTT collection of UE-sided model training data

The following regarding the data collection for UE-side model training has been agreed, and captured in TR 38.843 based on the Rel-18 study:  

	7.2.1.3.2	Data collection for UE-side model training 

The following proposals were discussed in RAN2: 
1.	UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a)	OTT (TRansparent)
1b)	OTT (non-TRansparent)
2.	UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
3.	UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.



In the study item phase, RAN2 discussed different proposals and captured them as mentioned above. However, RAN2 could not analyze proposals, and thus could not provide its recommendation on data collection for UE-sided model training. Thus, the work item description (WID) “New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” [RP - 234039] captured this for further study during the work item (as a continued study item from Rel-18). The WID captures the study objective as follows:

	· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 



Note that the above study objective does not imply that the UE-sided model can be trained on the network side (e.g., CN or OAM), rather the RAN1/RAN2 discussion should be focused on data collection for model training on the UE side, considering the following
· Direct transfer of the collected data to the server for data collection for UE side training (in a transparent or non-transparent method)
· Transfer of the collected data to the server for data collection for UE side training (via CN or OAM)

Proposal 7: The RAN1/RAN2 discussion should be focused on data collection for model training on the UE side, considering the following
· Direct transfer of the collected data to the server for data collection for UE side training (in a 3GPP transparent or 3GPP non-transparent method)
· Transfer of the collected data to the server for data collection for UE side training (via CN or OAM).

Note that the input and output for a UE-side model is implementation specific. The actual inputs/outputs to/from the models used at the device may be different from the nominal inputs and outputs. For example, a model at UE may take auxiliary inputs such as SNR, Doppler, sensor measurements. Alternatively, the UE vendor may decide to develop one model for low SNR and another model for high SNR and switch among them transparently. Which auxiliary inputs to use and whether to develop one or multiple models is an implementation-specific decision per device/chipset development and cannot be pre-determined/standardized. As another example, a model at UE may use pre-processing and post-processing that may make the actual input/output to/from the model different from the nominal ones. What pre/post-processing should be used and what should be the actual inputs and outputs of a model is an implementation-specific decision per device/chipset development and cannot be pre-determined/standardized.

As mentioned above the actual input/output and side/auxiliary information are implementations-specific choices; and are proprietary information. Therefore, the data collected from/by a UE vendor should not be shared with other UE vendors, network vendors, operators (without service level agreement between operators and UE vendors), or third parties. To ensure the protection of the proprietary information. Therefore, any data collection solution that cannot ensure the protection of the proprietary information cannot be used for data collection for UE-side model training. 

Observation 2: The actual input/output and side/auxiliary information for a UE-side model are implementations-specific choices and cannot be pre-determined/standardized. 

Observation 3: The auxiliary/side information collected for the model development can be proprietary. Therefore, the data collected from/by a UE vendor should not be shared with other UE vendors, network vendors, operators (without service level agreement between operators and UE vendors), or third parties. 

Proposal 8: A data collection method that cannot ensure the protection of the UE proprietary information cannot be used as data collection for UE-sided model training. 

Note that during the runtime, which model(s) UE can run depends upon several UE conditions, e.g., UE power status, UE memory, the coexistence of different AI/ML features, the coexistence of different AI/ML features with non-AI/ML feature, and others. Therefore, for consistency between the training and inference of AI/ML functionalities/models, during the UE model development phase, the training entities may consider these runtime constraints at the UE. In our understanding, only the UE vendors can ensure this for UE models and infra-vendors can ensure this for infra models. Therefore, UE-side models can only be trained by UE vendors and network-side models can only be trained by network vendors, at least in the Rel-19 and foreseeable near future. 

Observation 4: During the runtime, which model(s) UE can run depends upon several UE conditions, e.g., UE power status, UE memory, the coexistence of different AI/ML features, the coexistence of AI/ML features with non-AI/ML feature, and others.

Proposal 9: Considering the implementation-specific nature of the model input/output and auxiliary/side information and considering the runtime constraints (as mentioned in observation 4), the UE-side model can only be trained by the UE vendor, at least in the Rel-19 and foreseeable near future.
Model transfer/delivery

The following regarding model delivery/transfer has been agreed and captured in the TR through Rel-18 study:
	From TR 38.843
...
Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
-	At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
-	Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
-	Note: a single model may generalize well in some studied use cases. 
-	Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
...
Table 4.3-1 introduces different options for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models:
Table 4.3-1: Model delivery/transfer cases
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.



When a model of a known structure at UE (e.g., Case z4) is transferred from the Network, the new model being identified (e.g., via Type B2) has the same structure as a previously identified model at the Network and UE.
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
-	Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
-	Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
-	Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
-	For model trained at network side, Case y (w/ NW-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
-	For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
-	Model storage at the 3GPP network, compared to storing the model outside the 3GPP network, may come with 3GPP network side burden on model maintenance/storage.
-	Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.





Considering devices’ capability and engineering practices, it is mandatory that, for any model delivered/transferred to the target UEs for inference, the model (including its structure and parameters) should have been fully tested for the target UEs, and its support should have been indicated by the UE capability. Any model delivery/transfer that does not meet this requirement should be deprioritized.

Proposal 10: For any UE-side model delivered/transferred to the target UEs for inference, the model (including its structure and parameters) should have been fully tested for the target UEs, and its support should have been indicated by the UE capability. Any UE-side model delivery/transfer for inference that does not meet this requirement should be deprioritized.


Now, looking back at the discussions that took place during the course of Rel-18 within each use case, and particularly the use cases focusing on one-sided AI/ML models (beam management, positioning), there have been serious concerns about the feasibility and necessity of training AI/ML models at the NW side. Due to these concerns Case z2 was deprioritized in RAN1 #116-bis and following a similar logic (no need to train UE-side models at the NW side and feasibility concerns) we propose to deprioritize Case z4 for UE-side models.

Proposal 11: From RAN1 perspective deprioritize model transfer Case z4 for UE-side models, at least due to feasibility issues as well as lack of necessity to train UE-side models at the NW side.

It is important to highlight the fact that the current model delivery/transfer Cases are not exhaustive and missing certain combinations. In particular, for UE-side models or UE part of two-sided models trained at the UE side, the following case is important and needs to be added to the respective table for model delivery/transfer cases:
· [bookmark: _Hlk162530493]Case z0: model is trained at UE-side (i.e., at a UE-side server) and the model transfer happens from the UE-side server (hosted at 3GPP network) to UE in a 3GPP non-transparent manner.

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z0
	model transfer in proprietary format
	Outside/inside 3GPP Network (including UE-side server hosted at 3GPP Network)
	UE-side (including UE-side server hosted at 3GPP Network) 

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side


It is worth mentioning that the distinction between the newly added case and Case y is analogous to the discussion in Option 1a and Option 1b below (from identified RAN2 potential solutions for data collection for training):
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server.
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)

Proposal 12: Add the following case to the existing model transfer/delivery cases:
· Case z0: model is trained at UE-side (i.e., at a UE-side server) and the model transfer happens from UE-side server (hosted at 3GPP network) to UE in a 3GPP non-transparent manner.

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z0
	model transfer in proprietary format.
	Outside/inside 3GPP Network (including UE-side server hosted at 3GPP Network)
	UE-side (including UE-side server hosted at 3GPP Network)

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side



Conclusions

Observation 1: Alt. 3 of AI-Example1 which is representative of NW-side initiated model identification, can serve the purpose of helping with ensuring consistency of NW-side additional conditions across training and inference, and is a more reasonable alternative compared to other alternatives which may lead to increased NW-side LCM complexity.

Proposal 1: Regarding “how model ID(s) is determined/assigned” in Step D of AI-Example1 of MI-Option 1, support Alt. 3 in which associated ID(s) is assumed as model ID(s).

Proposal 2: To facilitate the discussion, RAN1 studies the following options as starting point for model identification type A with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset exchange
· MI-Option 3: Model identification with model exchange between NW-side and UE-side
· MI-Option 4: Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5: Model identification via standardized dataset 
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3, MI-Option 4, MI-Option 5) are used only for discussion purpose
Note: other options are not precluded

Proposal 3: From RAN1 perspective, for UE-sided model(s) developed at UE side, following procedure is an example (noted as AI-Example2) of MI-Option1 for model identification Type A:
· A: For data collection, the data collection related configuration(s) and it/their associated ID(s) is coordinated offline between NW and UE
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed at UE side based on the collected data corresponding to the associated ID(s). 
· D: The associated ID(s) in Step A is assumed as model ID(s), and UE reports supported AI/ML model IDs.
Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.

Proposal 4: Support AI-Example2 of MI-Option1 for model identification Type A.

Proposal 5: From RAN1 perspective, for UE-sided model(s) developed at UE side, following procedure is an example (noted as AI-Example3) of MI-Option1 for model identification Type A:
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE-side initiates model identification procedure in an offline manner and gets a model ID(s) assigned, and UE reports supported AI/ML model IDs. 

Proposal 6: From RAN1 perspective, for UE-sided model(s) developed at UE side, following procedure is an example (noted as AI-Example4) of MI-Option1 for model identification Type A:
· A: For data collection, the data collection related configuration(s) and it/their associated ID(s) is coordinated offline between NW and UE
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE-side initiates model identification procedure in an offline manner and gets a model ID(s) assigned, and UE reports supported AI/ML model IDs. 

Proposal 7: The RAN1/RAN2 discussion should be focused on data collection for model training on the UE side, considering the following
· Direct transfer of the collected data to the server for data collection for UE side training (in a 3GPP transparent or 3GPP non-transparent method)
· Transfer of the collected data to the server for data collection for UE side training (via CN or OAM).

Observation 2: The actual input/output and side/auxiliary information for a UE-side model are implementations-specific choices and cannot be pre-determined/standardized. 

Observation 3: The auxiliary/side information collected for the model development can be proprietary. Therefore, the data collected from/by a UE vendor should not be shared with other UE vendors, network vendors, operators (without service level agreement between operators and UE vendors), or third parties. 

Proposal 8: A data collection method that cannot ensure the protection of the UE proprietary information cannot be used as data collection for UE-sided model training. 

Observation 4: During the runtime, which model(s) UE can run depends upon several UE conditions, e.g., UE power status, UE memory, the coexistence of different AI/ML features, the coexistence of AI/ML features with non-AI/ML feature, and others.

Proposal 9: Considering the implementation-specific nature of the model input/output and auxiliary/side information and considering the runtime constraints (as mentioned in observation 4), the UE-side model can only be trained by the UE vendor, at least in the Rel-19 and foreseeable near future.

Proposal 10: For any UE-side model delivered/transferred to the target UEs for inference, the model (including its structure and parameters) should have been fully tested for the target UEs, and its support should have been indicated by the UE capability. Any UE-side model delivery/transfer for inference that does not meet this requirement should be deprioritized.

Proposal 11: From RAN1 perspective deprioritize model transfer Case z4 for UE-side models, at least due to feasibility issues as well as lack of necessity to train UE-side models at the NW side.

Proposal 12: Add the following case to the existing model transfer/delivery cases:
· Case z0: model is trained at UE-side (i.e., at a UE-side server) and the model transfer happens from UE-side server (hosted at 3GPP network) to UE in a 3GPP non-transparent manner.
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