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Introduction
Referring to the findings presented during the RAN1 meeting's discussion on AI for physical layer use cases in Rel18 [1], it is evident that leveraging AI for predicting candidate beams yields significant advantages, as indicated by the evaluation results from companies’ contributions. The following is the core part of the further normative work for AI-based beam management. 
	· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


In this paper, we will explore the potential specification impact of AI-based beam management, focusing on three key aspects: model generation, model inference, and model monitoring. 
AI/ML model inference 
For the content in the reporting of inference results, following agreement was made in RAN1#116 meeting.
	Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.



Considering the beam information, it is essential to include at least the predicted beam index or beam ID. For the UE-side model, when reporting the predicted beam index/ID, it is also crucial to investigate how to report the predicted beams that are not in Set B. Regarding option 3 and option 4, providing the probability information of predicted Top K beams among a set of beams can assist the NW in selecting the optimal beam(s) based on the UE reporting. Therefore, for the UE-side model, we advocate for reporting the probability information of predicted Top K beams. For option 4 specifically, we request that proponents provide a clear definition of the confidence information associated with the RSRP. 
Proposal 1 : For the UE-side model, considering the contents of the report of inference results, we support Options 1, 2, and 3. 
 In terms of determining the predicted Top K beams, it's contingent upon the model's output and necessitates setting certain thresholds. For instance, if the model's output encompasses RSRP, it can identify the Top K beams with RSRP surpassing a designated threshold. Regarding Opt 3, the content in the report of inference results includes the probability information of predicted Top K beams among a set of beams, where the probability information is the probability of beam to be the Top 1 or Top K beam. To streamline the process and mitigate reporting overhead for UE-side model, the sum probabilities of predicted K beams exceeding a predefined threshold for being the top beams can serve as the criterion, and only report the sum of probabilities instead of reporting the probability of each of K beams. Meanwhile, reducing the precision of probability information quantization can also effectively decrease reporting overhead. 
Proposal 2 : Supporting the sum probabilities of predicted K beams exceeding a predefined threshold for being the Top beams can serve as the criterion.
In the RAN1 116b-e meeting, a relevant agreement was reached regarding the BM-Case2 for the UE-side model.
	Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details



In BM-Case2, the model output can be utilized for future N time instances. However, due to the mobility characteristics of the UE, the value of N within a fixed model output period may vary. When the UE operates at a low speed, the channel experiences slow fading, resulting in a lower frequency of beam switching compared to a UE at high speed. For instance, as illustrated in Figure 2, let T represent the period of model output, while T_L, T_M, and T_H denote the beam switching periods for UEs with low, medium, and high speeds, respectively. Consequently, the corresponding number of prediction time instances would be T/T_L, T/T_M, and T/T_H, respectively. The number of prediction time instances will be greater when the UE operates at high speed. 


Figure 2. the output of AI/ML model in BM-Case2
Certainly, for BM-Case2, it is crucial to consider the channel environment to determine the value of N within an output period. This includes aligning the timestamps of the future N time instances by both the NW and the UE.  
Proposal 3 : Support studying the effects of variations in time of the channel environment on the value of N. 
Proposal 4 : For BM-Case2, especially for UE-side model, gNB and UE should align the timestamps of the future N time instances. 
The UE moving speed is a significant factor in evaluating the characteristics of the time channel. The coherence time of the channel has an inverse relationship with UE speed, meaning that a fast-fading channel has a shorter coherence time compared to a slow-fading channel. To achieve better predictive performance of the AI model, it is desirable for the input and output data to exhibit a strong correlation. In other words, it is expected that the input and output are within a coherence period, and collecting data beyond the coherence time has a minimal impact on this prediction instance. As shown in Figure 4, prediction accuracy is represented by the Root Mean Square Error (RMSE) between the predicted best beam ID and the actual best beam ID, where the adjacent beams have consecutive beam IDs in our simulation assumption. The UE speed is set to 12 km/h, and the horizontal axis represents the amount of historical data collected. When the historical data volume increases, the RMSE levels off, and it remains nearly stable.
[image: ]
Figure 4. RMSE of Tx beam ID between predicted best beam and actual best beam with a UE speed of 12km/h
Therefore, the optimal time window size for collecting input data should be defined. Accordingly, we can determine the optimal time window size for data collection based on the UE speed. When the UE speed is increasing, the time window can be shrunk to avoid unnecessary measurement overhead [2]. 
Proposal 5 : For use case 2, gNB can indicate to the UE the duration of the time window for collecting input data based on the characteristics of time channel.
Model monitoring 
For the performance metrics of AI/ML monitoring, we have four alternatives. Beam prediction accuracy is more reliable than others; however, in our understanding, it should perform exhaustive sweeping to find the actual Top-1 or Top K beam and then evaluate the accuracy of the predicted beam. Considering the time latency and measurement overhead, we do not think it is the best choice. The performance metric based on the input/output data distribution of AI/ML is not clear to us. If we want to extract the features of data distribution based on input and output, whether a large amount of data is needed or not is uncertain. As for link quality, a worse link quality may not be caused by using a predicted beam, but it can be the condition to trigger monitoring. Using L1-RSRP difference, evaluated by comparing measured RSRP and predicted RSRP as the prediction performance of the AI/ML model, is more feasible and has lower complexity. Once the Top-K/1 prediction beams are inferred by the AI/ML model, the UE just needs to measure the corresponding K/1 beams instead of the full set. Based on the above analysis, we support the L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
Proposal 6 [bookmark: _Hlk166155375]: L1-RSRP difference between the predicted and actual values should serve as the performance metric. 
In the existing specification, there is a well-established beam failure mechanism. We propose introducing a similar model failure mechanism because similar issues may be encountered. For example, during the process of model switching, the phenomenon known as the "ping-pong effect" may also occur. To guarantee robustness and account for external influences, the initiation of model failure should take into consideration multiple detection results. 
When the performance metric of a model drops below a pre-defined threshold, it can be marked as one failure and then, the UE/gNB will start a failure count with a specific timer activated. Upon reaching the maximum allowable failure count within the timer's duration, model failure can then be triggered. This ensures a comprehensive approach to handling model failures aligned with the principles established for beam failure mechanisms. 
Proposal 7 : Model failure detection mechanism can be defined according to the process of the beam failure mechanism.
Conclusions
Finally, allow us to repeat our proposals to draw attention.
Proposal 1 : For the UE-side model, considering the contents of the report of inference results, we support Options 1, 2, and 3.
Proposal 2 : Supporting the sum probabilities of predicted K beams exceeding a predefined threshold for being the Top beams can serve as the criterion.
Proposal 3 : Support studying the effects of variations in time of the channel environment on the value of N.
Proposal 4 : For BM-Case2, especially for UE-side model, gNB and UE should align the timestamps of the future N time instances.
Proposal 5 : For use case 2, gNB can indicate to the UE the duration of the time window for collecting input data based on the characteristics of time channel.
Proposal 6 : L1-RSRP difference between the predicted and actual values should serve as the performance metric.
Proposal 7 : Model failure detection mechanism can be defined according to the process of the beam failure mechanism. 
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