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Introduction
Integrated Sensing and Communication (ISAC) potentially allows enhancing of network functionality by introduction of new use cases and improving of network performance by means of radio network self-optimization. The sensing is a broad term which implies deriving properties of the physical objects (also known as the target objects) based on how they interact with RF signals – and this interaction commonly described as “channel”. 

The channel for ISAC studies may consist of 
Target channel
1. Tx–T–Rx: Main “sensing” channel
2. Tx–E/B–T–Rx, Tx–T–E/B–Rx: second order target-background channels
3. Tx–T1–T2–Rx: second order target channels for several targets

Background channel 
4. Tx–Rx : LOS path
5. Tx–B–Rx: Together with #2 comprises baseline 38.901 channel [1][1] 
6. Tx–E–Rx, Tx–E1-E2–Rx : Map-based ray-tracing  for environment objects mentioned in 38.901



Figure 1 Channel modeling environment, modeled paths
Resulting channel calculated as sum of the background and target (if present) channels

Proper description of the Target channel (and target object as part of it) is a top-priority task and subject of present contribution

Target Channel modeling
The Target channel modeling should generally follow similar methodology that is already adopted in [1] and thus may include the following steps
Step 1. LOS state determinations for the involved path segments
Step 2. Pathloss / reflection attenuation calculations
Step 3. Shadow fading
Step 4. Angles / cluster structure
Step 5. Spatial consistency
Step 6. Channel coefficients generation
In the following paragraphs we will discuss these steps and define the target channel generation procedure.
Step 1. LOS state for the target channel 
The main (and most useful for ISAC) channel between network and sensing target should include Tx–T–Rx, assuming that both Tx–T and T–Rx segments are in LOS state. NLOS state for this means that we have 2nd order reflections in our channel, involving either background or environment. Those 2nd orders paths may include:
· NLOS rays reflected by a background clutter
· NLOS rays reflected by an environment object

If NLOS state includes the reflection by a background clutter, the received signal power at Rx is much weaker than 1st order paths, so hardly can be used for ISAC purposes (positioning and even detection).
The notable exceptions may be the reflections from the large environmental objects (Tx–T–E–Rx channel), for example reflection of the UAV in the high-rise building windows or the reflection by the walls in the indoor use case. Such cases can be considered for the target channel modeling.
LOS/NLOS state for the whole given Tx–T–Rx can be determined using scenario-specific LOS probabilities, specified in [1], Table 7.4.2-1. Distance for LOS path, involved in this calculation should be equal to the total path distance between TX, T and RX.
NLOS state basically means that there is no direct path and resulting channel consists of 2nd-order reflections involving background clutter/environment object and target. 
If the reflected signal power is too weak, they can be safely discarded. Baseline 3GPP 38.901 [1] procedure includes step of discarding the paths below 25dB from the maximum path; applying the same principle here we may ignore relatively weak NLOS paths.
Optionally, the 2nd order Target-Background clutter reflections modeling can be done by generating NLOS T-Rx channel using standard procedure and attenuating it by Tx-T LOS pathloss.

Proposal 1: LOS state for the target channel is modeled using scenario-specific LOS probabilities defined in 38.901, involving total path distance between Tx, Target and Rx. 
Modeling the target channel in NLOS case is modeled at least for the reflection by the environment objects. For modeling the reflection by the background clutters, one of the possible options may include generation of NLOS T-Rx channel using standard procedure and attenuating it by Tx-T LOS pathloss.


Step 2. Target channel pathloss
The task of the radio signal propagation involving reflection from the target, in the most generalized case can be solved by EM modeling and Maxwell’s equation. However, this may be very computationally complex, and may require explicit description of the target object properties. Surely some simplifications under certain assumptions are needed. Theory gives several cases that have different applicability ranges.
1. Free space propagation, Friis formula.
The very basic transmit equation, known as Friis equation describes the propagation of the signal in the free space, assuming unobstructed path between the TX and RX.

Friis formula is applicable under following conditions:
· Far field of the TX and RX antennas: 
· Unobstructed Fresnel zones: 
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Figure 2. Free space propagation illustration
2. Mirror image method, Fresnel equations

For the description of reflections from the large objects, well-known mirror image method is applied. The propagation is calculated using the same free space path loss formula, but from the imaginary source. Additionally, reflection coefficient based on the Fresnel equations is applied.





Figure 3. Mirror image method for reflection description

Contrary to the previous case, for an accurate description we need that object should be larger than several Fresnel zones.  In this case, applicability ranges can be written as follows:

· Far field of the TX and RX antennas: 
· Unobstructed Fresnel zones: , 
For proper calculation of the object size, we can take into account incident angle, but since this is an approximate >> inequalities, we can consider normal incidence, without angles in the final expression.
However, we should remember that the object projection on the path normal should be larger than Fresnel zone.

3. Radar equations
For the description of the smaller object reflections, this object is considered as re-emitting antenna. Total pathloss is calculated as combination of two path segments path losses and object reflection properties,
This gives well-known Radar Equation.
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Figure 4. Small object reflection for radar equation illustration
Radar formula is applicable under the following conditions:
· Far field of the TX and RX antennas: 
· Far field of equivalent target antenna: , or 

Assuming that we are in the far field of the TX and RX antennas, the difference can be summarized as follows:

For “large” object , the pathloss is defined by free space propagation and reverse proportional to squared distance.
For “small” object  the total pathloss is defined by radar equation and reverse proportional to the fourth power of distance.
To see the real values, let’s calculate this rough limit value as D=, (actually the 1st Fresnel zone radius) for different carrier frequencies and different total path lengths d (see Table 1)

[bookmark: _Ref165629077][bookmark: _Ref166218586]Table 1 Pathloss formulas applicability limit ranges
	Carrier
frequency, 
GHz
	Wavelength, m
	1st Fresnel zone radius, m 

	
	
	d = 50m
	d=100m
	d=250

	3.5
	0.086
	1.5
	2.1
	3.3

	6
	0.050
	1.1
	1.6
	2.5

	28
	0.011
	0.5
	0.7
	1.2

	60
	0.005
	0.4
	0.5
	0.8



Roughly, for 6 GHz carrier, 1.5m is the characteristic size. For D<<1.5 we should use radar approach, for D>>1.5 – mirror image.
Observation 1: The mirror image method/FSPL (1/d2) calculus is applicable for the description of the large objects, such as buildings for the FR1 bands.  For the mmWave, this method can be used to describe flat medium sized objects reflections, such as cars, buses and trucks.

Observation 2: Radar equation / double path loss (1/d4) calculus is applicable for the description of the small objects with size of less than approximately 0.5 meters for FR1. For FR2 bands radar approaches is applicable for even smaller objects <10cm in size.

Observation 3: Two limit cases of the pathloss calculus described above are not applicable for the description of the typical objects of 1-10m in size. Since this may be the primary use case, additional modifications to the pathloss are required.
Pathloss models modifications
Channel models currently adopted by the 3GPP and summarized in 38.901 document [1] already addressed the problem of LOS path obstruction and limited size of the reflecting objects for NLOS paths.
As we have seen, free space pathloss have distance power coefficient equal to 2, modeling pathloss with radar equation gives power coefficient of 4. We can safely assume that intermediate case should have power coefficient value somewhere in-between 
Checking 38.901 adopted pathloss model, we can find that partial LOS path obstruction is modeled with different distance power coefficient – 2.1 or 2.2 for Urban scenarios.
Reflected NLOS paths also have power coefficient changes – varying from 3.0 to 3.9 for UMa, UMi and RMa (Table 7.4.1-1 in [1])
To get visual comparison of the values, let’s plot different pathloss curves for the RMa, UMa and UMi scenarios (Figure 5). For reference, radar based pathlosses are also plotted for two different test targets. 
First is the ideal metal 0.5m round plate.  is for normal reflection and can be considered as an upper bound.
Second is the ideal sphere in optical assumption (). 
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[bookmark: _Ref165937283]Figure 5. Pathlosses comparison
Observation 4: Having 1/d2and 1/d4 pathlosses as limit cases for very large and very small target object, we can conclude that for the intermediate case of 1-10m object size, the pathloss power coefficient should also be between 2 and 4. Existing channel models based on the real measurements gives values around 3.0-3.9

Basically, pathloss equation should consist of the following terms
· Distance dependence
· Wavelength/frequency dependence (under assumption of the fixed gain and not fixed size antennas)
· Reflection attenuation

For the mirror image/free space pathloss equation, the Reflection coefficient is dimensionless
For the radar equations, the RCS have squared meters dimension
Writing the pathloss equation in dB, as it is typically done we can avoid dimension problems due to different curve slope and/or reflection/RCS dimensionality.
So, Sensing Target channel pathloss can be expressed as:
	
	
	(1)



	
	
	(2)



	
	
	(3)


Where 
·  is the total Tx-Target-Rx path distance
· fc is the carrier frequency in Hz
· 32.4 is roughly multiplier coefficient
·  is reflection attenuation coefficient (positive, in dB)

For large/environment objects reflection attenuation coefficient can be calculated using Fresnel equations.
For small object is it basically the object RCS, calculated on the base of RCS methodology.
For medium-sized objects we still can follow RCS methodology, but since far field requirement is typically violated, some ad-hoc or experimentally defined factor should be added.

Proposal 2: Sensing targets can be classified by comparing the object typical dimension with the 1st Fresnel zone size (). 
1. Environment (large object) D>>, 
· Pathloss is calculated in accordance with Eq. 1
· Reflection attenuation is calculated via Fresnel equations based on incident angle and material properties
2. Medium-size object D, 
· Pathloss is calculated in accordance with Eq. 2
· Reflection attenuation is calculated using random RCS methodology described on corresponding tdoc with some correction factor
3. Small object D<<, 
· Pathloss is calculated in accordance with Eq. 3
· Reflection attenuation is calculated using random RCS methodology described on corresponding tdoc with some correction factor
Step 3. Shadow fading
Shadow fading factor can be added to the calculated pathloss values. Since we explicitly define reflecting object and will add reflection attenuation separately, SF dispersion should be equal to the value corresponding to the LOS state for given scenario ()
Step 4. Angles
Target channel AOA/AOD, ZoA/ZoD are explicitly defined by the geometry and mutual positions of the transmitter, receiver and sensing target. 

Spatial consistency
So far in the description of the sensing target channel we have used the following random values:
· LOS state, defined by comparing the uniform random with the LOS probability
· Shadow fading, defined as Gaussian random value
· RCS, which can be described by random value with different possible distributions.
· Random phase change upon reflection.
LOS state and SF values are not correlated between them, but should be spatially correlated with the correlation distance defined by the deployment scenario ([1], Table 7.5-6)
The RCS of the real objects have very sharp angular dependence, as it was shown by multiple measurement results. Small changes in observation angles can lead to significant changes in the received power. So, the RX position change may also least to sharp RCS change within the limits. Thus, correlation distance for the random RCS should be really low. For simplification we can assume that RCS (and random phase) have no spatial correlation.

Proposal 3: LOS state and Shadow Fading should have the same spatial correlations distance and procedures as baseline deployment scenario. Random RCS and random ray phase are assumed to be spatially uncorrelated (but same for antenna array)

Definition and limitations of radar cross section (RCS) concept
The sensing as a fundamental feature of ISAC is aimed at discovering the presence and deriving the properties of a physical object of interest (a sensing target). It is performed by single or multiple sensing receivers which perceive the result of interaction between the sensing target and the electromagnetic field generated by a sensing transmitter.
In general, the energy of electromagnetic wave incident on the sensing target is both scattered and absorbed. The phenomenon of scattering appears as spreading the impinging energy in all directions and can be explained, e.g., by the concepts of reflection and diffraction. In practice, the sensing target exhibit a complex mixture of specular and diffuse reflection together with diffraction. Subject to certain conditions, the contribution of one of these mechanisms into the scattered electromagnetic field may prevail. E.g., the diffraction is known to dominate when the size of sensing target is smaller than the wavelength. Anyway, such an interaction affects the overall electromagnetic field perceived by the sensing receiver.
The properties of the scattered field can be determined in various ways. One can note the changes of field amplitude and phase at the reflection interface can be determined by the Fresnel reflection and transmission coefficients. The field due to diffraction can be found by means of Kirchhoff's diffraction formula. Instead of reflection, the closed-form expressions describing the field due to the diffraction are known for some special cases only (e.g. the ‘knife-edge’ diffraction).
Nevertheless, the majority of rigorous closed-form expressions introducing the result of reflection and diffraction refers to a flat, smooth, homogenous half-space boundary with infinite extension. This makes the corresponding expressions not strictly applicable for the representation of real sensing targets. Whereas in practice some restrictions can be somehow relaxed, e.g. a target can be considered as smooth one if its roughness is much smaller than the wavelength, the primary assumption that the target’s linear extension and its curvature radius are much larger than the wavelength should be met.
The size of sensing targets addressed by ISAC systems is not so large compared to the wavelength, especially in FR1. The shape of sensing targets is utterly complex in most cases. Besides, these targets consist of different materials so they are not homogenous naturally. One can note the operation conditions of ISAC systems in this regard are quite close to that of traditional radar systems. Hence, such radar concept as a radar cross section (RCS) can be used in application to ISAC problem to specify the scattering properties of sensing target.
Basically, the RCS determines the amount of electromagnetic energy which reaches the sensing receiver due to scattering from the sensing target. So, in broad terms, the concept of RCS is an endeavor to specify the complex scattering behavior (including reflection and diffraction) of the sensing target with a single parameter.

Observation 5: The overall scattering properties of a sensing target can be accounted by the RCS.

The amount of the scattered energy is affected by many factors and so is the RCS. Naturally, the amount of scattered energy is dependent on the target’s material and size. The object made of metal produces the stronger reflection than the object made of plastic. Besides the core material, the object’s coating is also important. If two objects are made of the same material, the larger object typically produces the stronger scattering than the smaller one. In general, the RCS may depend upon the target’s physical size only, the wavelength only or both of them.
The target’s shape and orientation matter as well. In general, the smooth curved surfaces (like a sphere) scatter in more uniform way (isotropically). The edged flat surfaces (like a corner reflector) scatter more directionally. As a consequence, some combinations of incident (corresponds to the sensing transmitter) and observation (corresponds to the sensing receiver) directions may result in much more received energy than others. Hence, the RCS is essentially angular dependent quantity.
Taking into account the polarization state, the energy of scattered field can be attributed to the waves of two orthogonal polarizations. Some of the waves keep the polarization of Tx antenna, so they have the polarization of incident wave. Other waves have the polarization orthogonal to the polarization of incident wave. The amount of energy corresponding to these waves is dependent on the target’s orientation w.r.t. the polarization of incident wave. Such a phenomenon is known as depolarization or cross-polarization and takes place in the majority of practical cases. On condition that the Rx antenna has a single linear polarization, the depolarization may lead to the polarization mismatch which results in the decrease of received energy.

Observation 6: The RCS fundamentally depends on type of sensing target (size, material, shape), carrier frequency (wavelength), orientation of sensing target w.r.t. the sensing transmitter and sensing receiver (incident and observation directions) and polarization of Tx and Rx antennas.

In the most general case the incident and observation directions differ from each other which gives rise to the bistatic RCS. The bistatic RCS of a sensing target is dependent on both the target’s properties and the bistatic angle β (the angle between the incident and observation directions). In application to the ISAC problem the bistatic RCS is concerned with the bistatic sensing modes (Figure 6, left).
Two special cases of RCS can be put into consideration. In the case the incident and observation directions coincide or are very close to each other, the backscattering takes place. Hence, when the sensing transmitter and sensing receiver are collocated, the bistatic RCS transforms into the backscattering (monostatic) RCS. In application to the ISAC problem the monostatic RCS is concerned with the monostatic sensing modes (Figure 6, right).
The forward scattering is another special case which appears when the sensing target is close the baseline (the shortest line between the sensing transmitter and receiver). In such a case the bistatic angle is close to 180°. Due to Babinet's principle the corresponding RCS is determined solely by the silhouette of sensing target (as seen at the sensing receiver) and may increase by several orders of magnitude in comparison with the values for other bistatic angles. Thus, the forward scattering can be beneficial for the detection purpose. However, if the sensing target lies exactly on the baseline, no range and Doppler information can be obtained from the received signal. So the forward scattering is not favourable for the location and tracking purposes.


[bookmark: _Ref165113936]Figure 6 Examples of bistatic (left) and monostatic (right) sensing modes

Observation 7: The bistatic RCS is the most general case of RCS with backscattering (monostatic) and forward scattering RCSs being the special cases.

The concept of RCS has been around in the radar field for decades. The canonical formal definition of RCS claims that RCS is the hypothetical area required to intercept the incident power at the target such that if the total intercepted power were re-radiated isotropically, the power density actually observed at the receiver would be produced.
Based on that definition, the math expression for the monostatic RCS can be easily obtained. Considering the free space propagation, the incident power density SI at the sensing target can be written as
	,
	(1)


where PTX is the transmitted power, GTX is the Tx antenna gain, d is the distance between the sensing transmitter and the sensing target.
Hence, as the sensing transmitter and sensing receiver are collocated, the received power PRX due to the isotropic backscattering from the sensing target can be introduced as
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where PTar provides the amount of power intercepted by the sensing target given σ is the effective scattering area (monostatic RCS) and Ae is the effective area of Rx antenna.
It straightforward to see from equation ((2) that the scattered power density at the position of sensing receiver equals
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As follows from (3), the monostatic RCS is determined by the ratio [4]
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where ES and EI are the far field scattered and incident electric field intensities, respectively.
It should be highlighted that the RCS defined by equation (4) does not depend on the factors which are not related to the sensing target itself, i.e. on such factors as the pathloss, distance, antenna pattern etc. One can also note that the RCS belongs to the energy domain, so it does not provide any information about the phase of the scattered field.
Due to its definition, RCS (4) is measured in m2. It is worth to note the RCS is not a geometric area but an energy-domain parameter. The reference for the monostatic RCS (σ = 1 m2) is a perfectly conducting sphere which provides the cross-sectional area equal to 1 m2. The diameter of that sphere equals 1.13 m.
Equation (4) can be generalized for the bistatic case provided it is understood that d is a distance between the sensing target and sensing receiver (Figure 6, left).
As mentioned above, the RCS is inherently a function of incident and observation directions. Therefore, in 3D physical space, the bistatic RCS can be introduced as a function of four angles
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where σmax is the maximum RCS, σr is the normalized RCS, (θI, φI) defines the incident direction (direction towards the sensing transmitter), (θS, φS) defines the observation direction (direction towards the sensing receiver).
In the monostatic case, the incident and observation directions coincide. Thus, equation (5) reduces and the monostatic RCS is defined as a function of two angles
	
	(6)


In practice, the variations of RSC can be significant so a logarithmic scale may be more convenient. In such a case the RCS is expressed in decibels referenced to a square meter (dBm2, dBsm)
	
	(7)


Hence, the monostatic RCS of a perfectly conducting sphere with a diameter of 1.13 m equals 0 dBsm.

Observation 8: Whereas the RCS is an established concept in the radar field, some variations of RCS definition are possible. This potentially may lead to the ambiguity, e.g. in understanding which parameters the RCS depends on.
Proposal 4: Adopt the definition of RCS accepted in the radar field: “RCS is the hypothetical area required to intercept the incident power at the target such that if the total intercepted power were re-radiated isotropically, the power density actually observed at the receiver would be produced”.

It should be highlighted that, as any other concept, the RCS is based on some assumptions and, hence, has some inherent restrictions. One of the key points is that equation (4) assumes all distances fulfill the far-field condition. Namely, the assumptions are
· the sensing target is in the far-field of Tx antenna
· the sensing target is in the far-field of Rx antenna
· the Rx antenna is in the far-field of the sensing target
The last point originates from the fact that the RCS concept actually interprets a sensing target as a virtual Tx antenna.
Given the antenna aperture is larger than the wavelength, the far-field distance R is known to be [4]
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where D is the antenna aperture, λ is the wavelength.
It is worth to note that in the case of sensing target, D is the maximum target dimension transverse to the observation direction. Hence, at the maximum FR1 frequency of 6 GHz with the wavelength equal to λ = 0.05 m, the far-field distance for the sensing target of D = 1.5 m is about R = 90 m. At the same time, the apertures of Tx and Rx antennas, quite often, are not larger than D = 10λ = 0.5 m, so the corresponding far-field distance is about R = 10 m. Therefore, the far-field distance determined by the size of sensing target may be a limiting factor when the RCS is applied to e.g. the radar equation to find the received power.

Observation 9: The canonical definition of RCS implies the distance between the sensing target and sensing receiver is large enough so that the sensor receiver is in the far field of sensing target.

Deterministic approach to RCS modelling
Equations (4) and (5) define the bistatic RCS as a deterministic function of four angles. Function (5) can be potentially derived analytically. It can be shown that the monostatic RCS of a perfectly conducting sphere which is much larger that the wavelength (the assumption is also known the optical region of scattering) is equal to
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where D is the diameter. It is straightforward to see that σ depends on the physical sphere’s size only and does not depend on neither the frequency no the incident and observation directions. It is also worth to mention the scattered field keeps the polarization of the incident field, i.e. the depolarization is absent. For these reasons spheres are often used as the reference targets.
Subject to the normal incidence, the monostatic RCS of a perfectly conducting flat plane is equal to
	
	[bookmark: _Ref165880111](10)


where a and b are the plane’s dimensions, λ is the wavelength. It is straightforward to see that σ depends on the plate’s square to the wavelength ratio. The more general expression for the arbitrary incident/observation direction is also available. It has a complex structure and for some special cases is close to the square of sinc function having the azimuth and elevation as the arguments.
At the maximum FR1 frequency of 6 GHz with the wavelength equal to λ = 0.05 m, assuming D/2 = a = b = 0.5 m, it is easy to calculate that the monostatic RCS is equal to 0.78 m2 and 1256 m2 for the sphere and the flat plane, respectively. One can conclude that the sphere is the example of sensing target providing the weak isotropic scattering, whereas the flat plane corresponds to the sensing target providing the strong directional scattering.
Unfortunately, the closed-form expressions for the limited number of simple shape objects like a sphere, cylinder, plate etc. have been derived so far. Besides, similar to equations (9) and (10) the available results mainly correspond to the monostatic case and are mostly applicable in the optical region of scattering. Therefore, in practice, the RCS needs to be measured or modelled.
The exact RCS can be obtained as a strict numerical solution in the framework of rigorous electromagnetic method e.g., the method of moments (MoM). Taking into account the problem is electrically extremely large (especially in FR2) the computation complexity of this approach is prohibitive.
Due to the difficulties associated with the exact RCS determination, the approximate RCS can be obtained as a numerical solution in the framework of approximate electromagnetic method. The most viable option is to use the high frequency approximation which handles an electromagnetic wave as it were a ray. To allow this, the sensing target should be much larger than the wavelength. The high frequency approximation enables a number of asymptotic methods (geometrical and physical optics, GO and PO, enhanced by the unified theory of diffraction, UTD). Such an approximate RCS can be obtained, e.g., by the ray-tracing technique.
Whereas the application of asymptotic methods reduces the computation complexity compared to e.g., MoM, it may be quite high still (especially in FR2). Besides, the application of asymptotic methods is inherently restricted. As stated in [2] the typical size of human is 0.5 m x 0.5 m x 1.75 m. At the same time the lowest frequency of interest is 0.5 GHz (the minimum frequency of FR1), which translates to the wavelength of 0.6 m. This means the size of sensing target is compatible with the wavelength and the asymptotic methods are not applicable for such a combination.
In the case the size of sensing target is compatible or less than the wavelength, the scattering is known to correspond to the resonant (also known as Mie region of scattering) and low frequency (also known as Rayleigh region of scattering) regimes, accordingly. From the electrodynamics point of view, the diffraction mechanisms (surface traveling, edge and creeping waves etc.) dominate in these regions. If the sensing target is very small compared to the wavelength, the scattering is negligible. As a result, in Rayleigh region, the RCS increases monotonically with the increase of the target’s size to the wavelength ratio. In Mie region, the RCS is an oscillating function of the target’s size to wavelength ratio.
If the complex shape sensing target is larger than the wavelength, it can be represented by a collection of independent scattering centres distributed over the target. Each scattering center is a region of the target’s surface which scatters the electromagnetic energy, so it comprises the points of specular or diffuse reflection, surface wave or diffraction locations.
In practice, the scattering centers can be modeled either as isotropic point scatterers (N-point model) or as simple shape scatterers (N-shape model). Both approaches lead to a significant reduction of geometric details which, in turn, decreases the computation complexity [3]. Beyond that, the size of scattering centre is less than that of the sensing target so the requirement for far-field distance (8) may be potentially relaxed.
The overall RCS is produced by combining the contributions from all scattering centers. As the relative spacing and properties of scattering centers drastically influence the overall RCS, the assumptions upon the positions of scattering centers and their strengths are crucial for the correct modelling of the sensing target. Therefore, one of the specific issues inherent to this technique is how to determine the relative spacing and properties of scattering centres in advance, without performing the full-scale simulations. As an option, the high frequency approximation can be exploited. However, as a consequence, the corresponding weaknesses will be inherited.
Further or alternative simplifications of the RCS evaluation are possible, e.g., for the symmetric sensing targets. As an extreme case of simplification, the approximate RCS can be introduced by means of empirical generalization of theoretical or measurement results. The closed-form expression can be potentially proposed so that the computational complexity can be made negligible. However, the main issue here is how to prove such a generalization.
One can note equations (4) and (5) do not put into consideration any time evolution. That is the case when there is no relative motion of any type between the sensing target, sensing transmitter and receiver. Hence, the corresponding RCS is also known as the static RCS which yields some fixed value of the received power. At the same time, the locations of the sensing transmitter and receiver are known. Thus, as soon as the relative target’s trajectory (including both progress and rotational motions) is defined, the incident and observation directions at the arbitrary time are exactly determined. This allows direct modelling of the time evolution of received power. It is worth to note that one can evaluate the RCS (for the discrete set of incident and observation directions) once and use it at runtime as a lookup table.
Considering the ISAC problem, the locations of environment objects (if any) are known. Therefore, similar to the incident and observation directions corresponding to ‘Sensing transmitter -> Sensing target -> Sensing receiver’ path, other incident and observation directions of interest, e.g., corresponding to the ‘Sensing transmitter -> Environment Object -> Sensing target -> Sensing receiver’ or ‘Sensing transmitter -> Sensing target -> Environment Object -> Sensing receiver’ paths can be also put into consideration. This means the RCS can be naturally modelled both in large and small scales.
It should be highlighted that there is a trade-off between the computational complexity and accuracy of RCS determination. Even the reasonably simplified methods may impose challenging requirements on the computation performance. This is especially true if the multiple bounces in a target channel and moving sensing targets are be considered. Besides that, even if the exact RCS could be obtained, the result would be only applicable to the specific sensing target at the specific frequency. This contradicts the tenet of statistical performance analysis.

Observation 10: The deterministic approach (different implementations are possible) takes into account the exact properties of sensing target and provides the angular dependence of RSC which enables both large and small scale modelling as well as time evolution modelling. However, despite the reasonable simplifications can be made, the requirements on the computation performance may be challenging.
Proposal 5: Deprioritize the deterministic approach to RCS modelling.

Stochastic approach to RCS modelling
As depicted by equation (5), the RCS is not just a single value but an angular function similar to the antenna beam pattern. So, the RCS is sometimes called the RCS pattern. The explanation for that is that the complex shape can be represented as a collection of scattering centres, as mentioned above. One can note this collection represents a set of the secondary sources of electromagnetic waves. Subject to the distances between two scattering centres are compatible with the wavelength, the corresponding scattered fields can sum up constructively or destructively depending on the target’s position and its orientation w.r.t. to the sensing receiver. This makes the overall RCS strongly dependent on the incident and observation directions. It is worth to note, in general, the larger the sensing target compared to the wavelength the more number of independent scattering centres and the sharper the angular dependence.
It should be highlighted that in practice the sensing transmitter, sensing receiver and sensing target are not fully static and the relative motion of any kind inevitably exists. Hence, the motion of the complex shape sensing target w.r.t. to the static sensing transmitter and receiver results in the change of incidence and observation directions which, in turn, leads to change of RCS (see Figure 7, [5]). One can see even the slight motion may cause significant changes of RCS and finally result in the significant fluctuations of the overall received power. Physically, such fluctuations can be explained by the change of phase differences between wave fronts coming from different parts of the target due to the change of relative distances.
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[bookmark: _Ref162869867]Figure 7 Monostatic RCS pattern of AR Drone, Horizontal-to-Horizontal polarization
The fluctuations of the received power can be interpreted as the time domain RCS fluctuations which sometimes is referred to as RCS scintillation. As described above, this time evolution can be (potentially) precisely evaluated by the deterministic approach. However, this may require a prohibitively time-consuming computations.
In the radar field, due to the wide variety of scattering centres, RCS scintillation is traditionally treated as a random process. This means the RCS is defined as a random variable corresponding to the value of random process at any given time. Therefore, the stochastic approach to RCS determination is applied.
It is worth to mention the stochastic approach does not consider the detailed physics behind the scattering so it provides more generic description of the scattering properties of sensing target than the deterministic approach. However, it requires much less computational power and is inherently suitable for the statistical performance analysis. Taking this into consideration, the stochastic approach may be adopted for the target channel modelling.

Observation 11: The stochastic approach to RCS modelling provides a realistic approximation of scattering process and is inherently suitable for the statistical performance analysis.
Proposal 6: Prioritize the stochastic approach to RCS modelling.

As the basis of stochastic approach to RCS characterization, Swerling models are widely accepted in the radar field. Actually, Swerling models define the statistical properties (the first-order distribution) of the monostatic RCS by the Chi-square probability density function with specific degrees of freedom. There are five of Swerling models.
Swerling 0 defines the idealized sensing target without any RCS fluctuations. In other words, Swerling 0 provides a fixed RCS. Based on the measurement results (see Figure 8, [6]) one can conclude the scattering due to a human being is similar to a cylinder which has an almost fixed RCS pattern for azimuth aspect angles. Therefore, such sensing target as humans may be associated with Swerling 0.
[image: ]
[bookmark: _Ref165647633]Figure 8 Monostatic RCS of a bicycle and a pedestrian vs. azimuth, 76-81 GHz
Swerling I/II suggest the sensing target consists of a number of equally sized isotropic scattering centers which are distributed on a surface. The corresponding distribution is a generalized central Chi-square probability density function with two degrees of freedom
	
	[bookmark: _Ref162870274](11)


One can see equation (11) corresponds to the exponential probability density function and σ0 stands for the mean RCS.
Swerling I/II are generally associated with complex shape targets that have a large number of surfaces and joints with different orientations. The traditional radar targets which match Swerling I/II are aircrafts, tanks, ships, cruise missiles, etc. Addressing the ISAC problem, Swerling I/II may be attributed to UAVs (see Figure 9, [5]), vehicles and some of AGVs of the similar shape.
[image: ]
[bookmark: _Ref165648804]Figure 9 Measured and fitted CDFs of monostatic RCS of DJI S900 hexacopter, 8-10 GHz
Swerling III/IV suggests the sensing target consists of a dominant isotropic scattering center superimposed by a plurality of small scattering centers. The corresponding distribution is a generalized central Chi-square probability density function with four degrees of freedom
	
	[bookmark: _Ref162870355](12)


where σ0 is the mean RCS.
One can note that Swerling I/II are very similar to the Raleigh channel model widely used in the telecom field. Besides, Swerling III/IV share the underlying assumptions with the Rice channel model. This means equation (12) can be considered as an approximation of generalized non-central Chi-square distribution of degree two which provides the power of Rician fading.
Swerling III/IV are generally associated with targets having shape features that can act as dominating scattering points. The traditional radar targets which match Swerling III/IV are bullets, artillery shells reentry vehicles, etc. Addressing the ISAC problem, Swerling III/IV may be attributed to those of AGVs which have, e.g. the main body and the long metal arms or levers.
The probability density functions of the RCS corresponding to Swerling I/II and Swerling III/IV given σ0=1 m2 are presented in Figure 10.
[image: ]
[bookmark: _Ref163058749]Figure 10 RCS distribution as set by Swerling I/II and Swerling III/IV
It should be highlighted that Swerling models have been developed and validated for the targets specific for the military and special applications like manned aircrafts. At the same time, e.g., the small drones relevant to the ISAC problem often have a fuselage and wings made of plastic with low RCS and only a few more strongly reflecting points [5]. Furthermore, they may fly quite unstable due to the wind. This could result in quite large but more fluctuating RCS compared to that of the large airplane. Moreover, the ISAC use cases cover such types of sensing target as AGV, human etc. which are not relevant for the traditional radars. Hence, the elaboration of stochastic RCS models suitable for the ISAC problem may be required.

Proposal 7: Adopt Swerling models as the baseline/initial guess for the first-order RCS distribution, mainly considering Swerling 0 for humans, Swerling I/II for vehicles / UAVs/ AGVs and Swerling III/IV for AGVs modelling.

The task of the RCS determination has been of great importance in the radar field for decades. Hence, the information about the mean RCS of some real targets obtained by means of extensive measurement campaigns can be found in the literature. Some results are shown in Table 2.
[bookmark: _Ref158732108]Table 2 Mean RCS of real targets
	Target
	RCS, m2
	RCS, dBsm

	Aerial
	
	

	Large commercial airplane
	100
	20

	Medium jet airliner
	40
	16

	Four passenger jet
	2
	3

	Large fighters
	5-6
	7-8

	Small fighters
	2-3
	3-5

	F-117 fighter
	0.1
	-10

	B-2 bomber
	0.01
	-20

	Helicopter
	3
	5

	Conventional winged missile
	0.1
	-10

	Naval
	
	

	Ship (5,000 tons displacement, L Band)
	10000
	40

	Cabin cruiser (12-15 m)
	10
	10

	Small pleasure boat (6-9 m)
	2
	3

	Small open boat
	0.02
	-17

	Vehicular
	
	

	Automobile / Small truck
	100-200
	20-23

	Bicycle
	2
	3

	Living object
	
	

	Man
	1
	0

	Bird
	10-3-10-2
	-30…-20

	Insect
	10-5-10-4
	-50…-40


One can conclude these measurement campaigns are mainly driven by the military and special applications. In many cases, the reduction of RCS is beneficial for these applications (e.g. manned aircrafts) which is not the case for ISAC. Beyond that, the operation frequencies of the radar systems differ from the FR1 and FR2 frequencies. Moreover, as the RCS is usually frequency dependent, one also should take into account the significant difference between FR1 and FR2 frequencies. However, as the baseline/initial guess for FR1, the mean RCS of sensing targets relevant to ISAC is presented in Table 3.
[bookmark: _Ref165984491]Table 3 Mean RCS of targets under study
	Target
	RCS, m2
	RCS, dBsm

	UAV
	0.2
	-7

	Vehicle
	10
	10

	Human
	0.5
	-3

	AGV
	4
	6



Observation 12: There is a lack of RCS measurement data for the sensing targets and frequency ranges specific to the ISAC problem.
Proposal 8: Adopt the mean RCS of the sensing targets specific to ISAC from Table 3 as the baseline/initial guess for FR1.

It is worth to note that Swerling models have been developed for the backscattering case. Under the number of limitations and assumptions, for the small bistatic angles, the equivalence RCS theorem is held. According to that theorem, the bistatic RCS can be derived from the monostatic RCS
	
	[bookmark: _Ref163059974][bookmark: _Ref163059969](13)


where subscript «B» indicates bistatic and subscript «M» denotes monostatic mode, β is the bistatic angle.
One can see equation (13) reflects the fact that the bistatic RCS is less than the monostatic one in most cases. Similar to the monostatic RCS, the scintillation of overall bistatic RCS is affected by the change of relative phases between the scattering centres but the incident and observation differ from each other. As in practice the scattering centres are not isotropical, the overall received energy may be reduced. Another reason for the energy reduction is the change of the scattering centres themselves. With the change of the bistatic angle, some of them appear and some of them disappear. Quite often, the number of scattering centres in the monostatic case exceeds that in the bistatic case due to shadowing when some parts of the target is obscured by the target itself and are not seen at the sensing receiver position.
It should be highlighted that Swerling models essentially do not put into consideration the angular dependence of RCS. However, as long as the incident and observation directions are known, some angle-dependent parameters of distribution or type of distribution may be introduced. Potentially, the special cases of RCS, e.g., the forward scattering mode, might be addressed by the introduction of distribution pool.
The angular dependence of RCS allows modelling of RCS in both large and small scales. However, in the latter case, to make the stochastic RCS per ray be the same for the same pair of incident and observation directions, the spatial consistency (correlation) should be artificially introduced. One can note the deterministic approach is much simpler here as it provides the correlation naturally.
Taking into account that the real complex shape target has the rugged scattering behaviour (see Figure 7 and Figure 11, [7]), keeping the simple stochastic approach to RCS modelling similar to Swerling models may be beneficial. In other words, the sensing target may be associated with a single RCS distribution optionally taking into account the bistatic angle. As a result, the RCS is modelled as a random value independent of the incident and observation directions. Such a simplification neglects the angular information at all, so the approach can be called the fully stochastic.
The discarding of information about the incident and observation directions can be additionally justified by the lack of information about the orientation and rotational motion of sensing target. Whereas in some use cases (e.g. vehicle on a road) it can be somehow taken into account, in some use cases (e.g. UAVs in 3D space) it may be difficult to address.
[image: ]
[bookmark: _Ref162886263]Figure 11 RCS values of a motor scooter in comparison to a common bicycle for HH- and VV-polarization. Averaging 23-27GHz; front view

Observation 13: The stochastic approach potentially allows RCS modelling in both large and small scales. However, in the latter case it is much more complicated as requires the introduction of spatial correlation among the partial RCSs (RCS per ray).
Proposal 9: Adopt the fully stochastic, i.e. neglecting the information about the incident and observation directions, approach to RCS modelling.

The stochastic approach to RCS modelling inherently provides the ability of time evolution simulation. That might be the case when the tracking of sensing target is needed. In application to the target channel modelling, the time evolution of the received power is caused by the sensing target’s motion either progress or rotational or both. At the same time, the motion is the reason of considering the RCS as a random time-domain process. So, in math terms, the time evolution can be characterized by the second-order RCS distribution. This distribution provides information about the statistical relationship between two realizations of the RCS taken at two time moments.
One can note that Swerling models set certain statistical relationship between two realizations of the RCS. Swerling I and II as well as Swerling III and IV are different in the assumptions made on the RCS fluctuation rate. Swerling I and III suggest the fluctuation rate is slow so that the RCS between two radar scans are uncorrelated. Swerling II and IV suggest the fluctuation rate is fast so that the RCS between two radar pulses are uncorrelated. The corresponding time-domain behavior is illustrated in Figure 12.
[image: ]
[bookmark: _Ref165892372][bookmark: _Ref165892366]Figure 12 Time-domain fluctuation of received power for different Swerling models
As mentioned before, Swerling models and Raleigh or Rician channel models share the same physic assumptions. The math models of Raleigh or Rice fading suggest the corresponding channel is introduced as a wide sense stationary random process. It is known that the properties of such a process can be equally defined either by the correlation function or by the power spectrum density. E.g., Jake’s spectrum is a common assumption for Raleigh fading which is equivalent to the correlation function defined as zero-order Bessel function of the first kind. 
The similar approach may be adopted for the target channel modelling. It is straightforward to see that two extreme case can be put into consideration. Two random RCSs corresponding to two arbitrary moments of time can be fully correlated or not correlated. In the former case, the correlation function is just a constant and the power spectrum density tends to the delta-function. In the latter case the form of correlation function and the power spectrum density is more uncertain.

Observation 14: Considering the RCS as a random time-domain process, one can naturally simulate the time evolution of the target channel which is caused by the motion of sensing target.
Proposal 10: Model the RCS as a wide-sense stationary random process with the pre-defined first-order distribution (as set by Proposal 7) and correlation function (or power spectral density).
Proposal 11: Perform the study on the appropriate RCS correlation function(s) (or power spectral density) of the sensing targets specific to the ISAC problem.

Single scattering point vs. multiple scattering points modelling
In the case the sensing target is larger than the wavelength, it can be represented as a collection of independent scattering centres. As noted above, the overall RCS is produced by combining the contributions from all scattering centers. It is crucial to note that for the simulation purposes these contributions can be combined either coherently or incoherently.
In the radar field, traditionally, the targets are classified as either point or distributed ones. The point target is the target which occupies only one resolution cell. The contributions from the scattering centers belonging to the point target is combined coherently. It is worth to note that Swerling models of RCS inherently assume the coherent summation, i.e. they correspond to the point target.
A resolution cell is the smallest volume of physical space in which a radar cannot determine the presence of more than one target. In general, the resolution cell has three dimensions which (given a spherical coordinate system is considered) are determined by the range resolution and angular (azimuth and elevation) resolution. In Cartesian coordinate system, the dimensions of resolution cell are determined by the range and cross-range (horizontal and vertical) resolutions.
The range resolution is the ability of a radar to separate two targets that are close together in range and are at approximately the same azimuth and elevation. The range resolution is known to be dependent on the signal bandwidth B solely
	
	[bookmark: _Ref165896098](14)


In application to the ISAC problem, the requirements for the range and velocity resolution can be found in [2]. These requirements are differentiated based on the scenario considered ending up with seven sensing service categories. One can see, for the 'Object detection and tracking' scenario the range resolution up to 0.5 m is specified. The best specified range resolution corresponds to the 'Motion monitoring' scenario and equals 0.375 m. Using equation (14), it is straightforward to obtain that the range resolution of 0.5 m and 0.375 m corresponds to the signal bandwidth of 300 MHz and 400 MHz, accordingly. To get, e.g., the range resolution of 0.15 m, the signal bandwidth of 1 GHz should be provided.
As the horizontal and vertical dimensions of a resolution cell vary with range, the cross-range resolution depends on both angular resolution and the distance between the sensing target and sensing receiver. The angular resolution is determined by the 3-dB antenna beamwidth. Given the uniform antenna array, the 3-dB antenna beamwidth can be approximated as
	
	(15)


where N is the number of antenna elements, dλ is the inter-element spacing referenced to the wavelength, θ0 is the incident angle w.r.t. to the antenna array boresight.
It is straightforward to see that the beamwidth is dependent on the number of antenna elements and the inter-element spacing. As a rule, the inter-element spacing is set proportional to the wavelength. So, given the number of antenna elements is fixed, the beamwidth is independent of the wavelength. E.g., considering ULA consisting of 8 antenna elements with the inter-element spacing of 0.5 wavelength, one can estimate the beamwidth as wide as 12.6°.
Having defined the angular resolution, one can define the cross-range resolution (horizontal or vertical) as
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where d is the distance between the sensing target and sensing receiver.
One can conclude that the closer sensing target to the sensing receiver, the better the cross-resolution and vice versa. As follows from (16), given the beamwidth equals 12.6° and the distance is 10 m, the cross-range resolution is about 2.2 m. Clearly, the obtained cross-range resolution is much worse than the range resolution specified above.
The typical size of some sensing targets like UAV, human and vehicle is provided in [2]. These values can be taken to get the cross-range resolution referenced to the maximum linear dimension of the target. The corresponding value provides the number of resolution cells the sensing target occupies. It can be shown that, given the beamwidth equals 12.6°, the number of the occupied resolution cells exceeds one mainly for the very large target such as a vehicle at the rather short distances less than 30 m. For the smaller targets, the number of the occupied resolution cells exceeds one only for the very short distances of about 5 m. However, these short distances should be treated with care as the far field distance condition should be meet.
Therefore, so long as the sensing target occupies a single resolution cell, it can be considered as a whole. In other words, the overall scattered field can be represented as a coherent sum of the fields scattered by the scattering centers. In turn, these assembly of scattering centers can be interpreted as a virtual single scattering point with fluctuating RCS. This naturally fits the stochastic approach based on e.g. Swerling models. So, at least for the 'Object detection and tracking' scenario (as introduced in [2]) one may focus on the single scattering point RCS modelling. Optionally, if the sensing target under consideration happens to cover several resolution cells (i.e. it appears as a distributed target), the approach can be enhanced by the additional incoherent summation over the individual RCS corresponding to these cells.
The implementation of multiple scattering points modelling may be of interest for use cases involving target identification or target shape recognition (like use cases corresponding to the 'Environment monitoring' and 'Motion monitoring' scenarios). To achieve this, the resolution cell of small size should be somehow provided. In general, the range resolution can be significantly improved by using wider signal bandwidth, e.g. in FR2. However, given the range of distances is determined by the considered scenario, the cross-range resolution can be only improved by increase of antenna aperture. In practice, this may be not feasible and the cross-range resolution may be the limiting factor of the scatter resolution.

Observation 15: Multiple scattering points modelling is relevant if the good range and cross-range resolutions are provided. For the basic use cases the sensing targets mostly occupy the single resolution cell and can be classified as the point targets. Such a point target can be represented by a virtual single scattering point with fluctuating RCS due to the coherent summation of contributions of multiple scattering centres.

Proposal 12: At least for the 'Object detection and tracking' scenario’, model the RCS of sensing target as the RCS of the virtual single scattering point on the basis of stochastic approach (as set by Proposal 8).

Proposals summary
Observation 1: The mirror image method/FSPL (1/d2) calculus is applicable for the description of the large objects, such as buildings for the FR1 bands.  For the mmWave, this method can be used to describe flat medium sized objects reflections, such as cars, buses and trucks.
Observation 2: Radar equation / double path loss (1/d4) calculus is applicable for the description of the small objects with size of less than approximately 0.5 meters for FR1. For FR2 bands radar approaches is applicable for even smaller objects <10cm in size.
Observation 3: Two limit cases of the pathloss calculus described above are not applicable for the description of the typical objects of 1-10m in size. Since this may be the primary use case, additional modifications to the pathloss are required.
Observation 4: Having 1/d2and 1/d4 pathlosses as limit cases for very large and very small target object, we can conclude that for the intermediate case of 1-10m object size, the pathloss power coefficient should also be between 2 and 4. Existing channel models based on the real measurements gives values around 3.0-3.9
Observation 5: The overall scattering properties of a sensing target can be accounted by the RCS.
Observation 6: The RCS fundamentally depends on type of sensing target (size, material, shape), carrier frequency (wavelength), orientation of sensing target w.r.t. the sensing transmitter and sensing receiver (incident and observation directions) and polarization of Tx and Rx antennas.
Observation 7: The bistatic RCS is the most general case of RCS with backscattering (monostatic) and forward scattering RCSs being the special cases.
Observation 8: Whereas the RCS is an established concept in the radar field, some variations of RCS definition are possible. This potentially may lead to the ambiguity, e.g. in understanding which parameters the RCS depends on.
Observation 9: The canonical definition of RCS implies the distance between the sensing target and sensing receiver is large enough so that the sensor receiver is in the far field of sensing target.
Observation 10: The deterministic approach (different implementations are possible) takes into account the exact properties of sensing target and provides the angular dependence of RSC which enables both large and small scale modelling as well as time evolution modelling. However, despite the reasonable simplifications can be made, the requirements on the computation performance may be challenging.
Observation 11: The stochastic approach to RCS modelling provides a realistic approximation of scattering process and is inherently suitable for the statistical performance analysis.
Observation 12: There is a lack of RCS measurement data for the sensing targets and frequency ranges specific to the ISAC problem.
Observation 13: The stochastic approach potentially allows RCS modelling in both large and small scales. However, in the latter case it is much more complicated as requires the introduction of spatial correlation among the partial RCSs (RCS per ray).
Observation 14: Considering the RCS as a random time-domain process, one can naturally simulate the time evolution of the target channel which is caused by the motion of sensing target.



Proposal 1: LOS state for the target channel is modeled using scenario-specific LOS probabilities defined in 38.901, involving total path distance between Tx, Target and Rx. 
Modeling the target channel in NLOS case is modeled at least for the reflection by the environment objects. For modeling the reflection by the background clutters, one of the possible options may include generation of NLOS T-Rx channel using standard procedure and attenuating it by Tx-T LOS pathloss.
Proposal 2: Sensing targets can be classified by comparing the object typical dimension with the 1st Fresnel zone size (). 
1. Environment (large object) D>>, 
· Pathloss is calculated in accordance with Eq. 1
· Reflection attenuation is calculated via Fresnel equations based on incident angle and material properties
2. Medium-size object D, 
· Pathloss is calculated in accordance with Eq. 2
· Reflection attenuation is calculated using random RCS methodology described on corresponding tdoc with some correction factor
3. Small object D<<, 
· Pathloss is calculated in accordance with Eq. 3
· Reflection attenuation is calculated using random RCS methodology described on corresponding tdoc with some correction factor
Proposal 3: LOS state and Shadow Fading should have the same spatial correlations distance and procedures as baseline deployment scenario. Random RCS and random ray phase are assumed to be spatially uncorrelated (but same for antenna array)
Proposal 4: Adopt the definition of RCS accepted in the radar field: “RCS is the hypothetical area required to intercept the incident power at the target such that if the total intercepted power were re-radiated isotropically, the power density actually observed at the receiver would be produced”.
Proposal 5: Deprioritize the deterministic approach to RCS modelling.
Proposal 6: Prioritize the stochastic approach to RCS modelling.
Proposal 7: Adopt Swerling models as the baseline/initial guess for the first-order RCS distribution, mainly considering Swerling 0 for humans, Swerling I/II for vehicles / UAVs/ AGVs and Swerling III/IV for AGVs modelling.
Proposal 8: Adopt the mean RCS of the sensing targets specific to ISAC from Table 3 as the baseline/initial guess for FR1.
Proposal9: Adopt the fully stochastic, i.e. neglecting the information about the incident and observation directions, approach to RCS modelling.
Proposal 10: Model the RCS as a wide-sense stationary random process with the pre-defined first-order distribution (as set by Proposal 7) and correlation function (or power spectral density).
Proposal 11: Perform the study on the appropriate RCS correlation function(s) (or power spectral density) of the sensing targets specific to the ISAC problem.
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