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Introduction
In RAN#102 meeting, one new WID on AI/ML for NR Air interface is approved [1]. In this work item, the normative support for a common AI/ML framework for air interfaces and enable the use cases recommended in the previous study will be provided. In addition, further research will be conducted to address some of the problems found in the previous study phase.
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 


In this section, we would focus on the further study for CSI prediction with one-sided model.
Further evaluation on CSI prediction
In RAN1 #116bis, the discussion on performance evaluation for CSI prediction continued. There were a number of agreement and conclusion from the meeting regarding the methodology for evaluating CSI prediction studies at R19, as detailed below the listing:
	Agreement
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for evaluation purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 
Agreement
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)
· Others can be additionally submitted, e.g., 10ms
Conclusion
· For evaluation of the UE-sided model based CSI prediction, UE distribution of (80% indoor, 20% outdoor) can be optionally simulated.
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 30 km/h, 60 km/h. Assumption on O2I car penetration loss and spatial consistency follow the Rel-18 AI/ML based CSI prediction
Agreement
For the results template used to collect evaluation results for UE -sided model based CSI prediction, adopt Table 6 used in Rel-18 as starting point with the following addition:
· Assumption
· UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
· Whether/how channel estimation error is modelled 
· Whether/how phase discontinuity is modelled 
· Methods used to handle the phase discontinuity (if applied)
· Benchmark 2
· FLOPs/M 
· Details of complexity calculation, e.g., complexity of prediction and complexity of filter update


In this section, we provide our evaluation results on AI/ML based CSI prediction. In the evaluation, the same simulation assumptions as those agreed in Rel-18 are used. The channel estimation error and phase discontinuity are not considered for model input and ground-truth label.
The overall structure of the CSI prediction AI /ML model is shown in Figure 1. We use the historical channel matrix during the observation window as the input to predict the channel matrix in the future slot(s). In our simulation, we use ConvLSTM, the observation window is 4/5ms, and the prediction window is 1/5ms. The CSI feedback periodicity is 5ms. The input of AI model is the channel matrix. The detailed evaluation assumptions can refer to the Appendix 1.


Figure 1. The structure of AI based CSI prediction
In this section, we provide the evaluation results for CSI prediction. For the data generation, we consider a Urban Micro scenario operating on 2GHz FDD spectrum, where 1140 UEs (57 cells, and 20 users per cell) are generated. The detailed evaluation assumptions can refer to the Appendix 2. We collect 114000 samples, 90% of which are used as training sets and 10% as validation sets. The nearest historical CSI w/o prediction is used as the benchmark. The UE speed is 60 km/h. The comparison of SGCS for AI based CSI prediction is shown in table 1. In the benchmark1, SGCS is calculated with the nearest historical CSI w/o prediction and the corresponding ground-truth channel matrix of the target future slot. In the benchmark2, SGCS is calculated with the AR based CSI prediction and the corresponding ground-truth channel matrix of the target future slot.
[bookmark: _Ref158305263]Table 1 Simulation results for CSI prediction
	UE speed
	Prediction window
	Observation window
	SGCS

	
	
	
	Without CSI prediction
Benchmark 1（sample-and-hold scheme）
	AR based CSI prediction
Benchmark 2(AR)
	AI/ML based CSI prediction

	30km/h
	1/5ms/5ms
	4/5ms
	0.8606
	0.9084
	0.9489
+4.45% vs benchmark 2
+10.26% vs benchmark 1

	
	1/5ms/5ms
	5/5ms
	0.8707
	0.9131
	0.9577
[bookmark: OLE_LINK1]+4.88% vs benchmark 2
+9.99% vs benchmark 2



According to table 1, AI based CSI prediction can achieve about 10% SGCS gain than the nearest historical CSI w/o prediction and 4% SGCS gain than the AR based CSI prediction. 
[bookmark: _Ref158297457]Observation 1: For CSI prediction, with observation window of 5/5ms and prediction window of 1/5ms/5ms, 
· Compared to AR based CSI prediction (non-AI based CSI prediction), about 4% performance gain is observed with AI/ML based CSI prediction.
Discussion
Potential specification impact for CSI prediction
In RAN1#116 meeting [2], only UE-side model for CSI prediction will be considered. 
	Conclusion
For Rel-19 study on CSI prediction only, consider UE-sided model only.


Thus, in this section, we would focus on data collection procedure and model monitoring procedure for CSI prediction at UE side.
Data collection
Data collection is mainly used for model training and monitoring.
Data collection for training
For model training, the position of training/data collection can be further divided into UE-side data collection and NW-side data collection. 
· For UE-side data collection, the UE is required to have training capability and store enough data. The advantage of UE-side data collection is that the corresponding training data can be obtained directly by measuring the reference signal, without the need to report the measurement results (if online training is considered). The specific procedure is shown in Figure 1a.
· For the network side data collection, the transfer of training data and model is inevitable, because the training data comes from the measurement of UE, if the network wants to obtain this part of data, it must be reported through UE. This will result in considerable reporting overhead. In addition, when model inference is deployed on the UE side, the network needs to transfer the trained model to the UE, which requires consideration of the corresponding problems brought by model transfer, such as privacy, signaling and other issues. The specific procedure is shown in Figure 1b.
	

	


	a. Procedure of UE-side data collection
	b. Procedure of NW-side data collection

	Figure 1. Procedure of UE-side/NW-side data collection.


According to the above analysis, data collection on the NW side requires more spec impact, and model transfer and CN/OAM/OTT collection of UE-sided model training data is still in the study phase at Rel-19, so data collection on the NW side should be deprioritized. The discussion in Rel-19 focuses on the UE-side data collection.
Proposal 1: The discussion in Rel-19 focuses on the UE-side data collection.
The beam prediction in time domain at UE side (i.e., BM-Case 2) is one typical UE-sided use case. In our mind, it can be as reference. Data collection procedure for BM-Case 2 has achieved great progress, and shown below [3]:
	Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details


Because AI-based BM and AI-based CSI prediction are both one-sided models, and training data are obtained by measuring the downlink reference signal for both case. Therefore, the data collection method in BM-case2 can be further reused in CSI prediction.
[bookmark: OLE_LINK30]Proposal 2 : Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details

Data collection for inference
In view of that non-AI CSI prediction has been standardized in Rel-18 MIMO, the transmission configuration of CSI-RS still follows the legacy solution. For example, periodic and semi-persistent CSI-RS period can be configured with 4 ~640 slots. Aperiodic CSI-RS can be configured with intervals of 1 or 2 slots. To reduce the spec impact and make it easier to compare the performance with non-AI CSI prediction in Rel-18, CSI-RS configuration for non-AI-based CSI prediction Rel-18 can be reused for model inference of AI-based CSI prediction.
Proposal 3: CSI-RS configuration for non-AI-based CSI prediction in Rel-18 MIMO can be reused for model inference of AI-based CSI prediction.

Data collection for monitoring
In terms of data collection for performance monitoring, UE needs to measure the actual CSI that is the same as or nearest to the predicted time. For periodic and semi-persistent CSI-RS, UE is more convenient to measure actual CSI and compare performance. For the aperiodic CSI prediction, it has higher flexibility. NW/UE can trigger monitoring flexibly according to the actual situation. However, if aperiodic CSI-RS is configured, UE may not be able to obtain the actual CSI in the adjacent time. Therefore, configuration of aperiodic CSI-RS should be enhanced.
Proposal 4: Configuration of aperiodic CSI-RS for AI-based prediction should be enhanced.
Model monitoring 
In RAN1#114 meeting, one agreement for the performance monitoring for functionality-based LCM has be reached. Shown below [4]:
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 



In RAN1#116bis meeting, performance monitoring has been further and one agreement was reached. Shown below [5]:
	Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric



In light of the guidance provided by previous simulation results, there are multiple monitoring metrics for NW-side and UE-side performance monitoring, e.g., monitoring based on Intermediate KPI, monitoring based on Eventual KPI, monitoring based on data distribution (e.g, Input based/Output based), and monitoring based on applicable condition. Next, we would provide our analysis on each metric for 3 types performance monitoring separately for CSI prediction at UE side.
For Type 1 and type 3, UE calculate the performance metric(s)
· Intermediate KPIs: With proper measurement resource configured, e.g., CSI-RS could be transmitted within the duration where the predicted CSI can be applied, UE itself could achieve the ground-truth label, and calculate the intermediate KPI. There is no additional overhead issue, and the evaluation accuracy can be ensured.
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. The performance metric can be BLER, the probability of NACK and others. On the other hand, in our mind, the UE is more sensitive to complexity. If there is no enough computation resource reserved, UE also can request to deactivate AI/ML operation for CSI feedback. However, the monitoring behavior can be totally up to UE’s implementation.
· Legacy CSI based monitoring: like NW side performance monitoring, legacy CSI can be as one reference to evaluate the performance of AI enabled CSI prediction.
· Input or Output data based monitoring: The validity of the AI/ML input/output, e.g., out-of-distribution detection, drift detection of input/output data, or something simple like checking SNR, delay spread and so on, can be considered, since the data distribution of AI/ML input/output can reflect the applied scenario/usage of AI/ML model. However, the evaluation is needed.
· For the boundary between type 1 and type 3, the difference is content of UE report. 
· For Type 3, UE only need to calculate and directly report performance metric to gNB regardless of prediction performance. The gNB will judge the performance according to the reported metric and make subsequent operations.
· For Type 1, UE will first calculate the performance metric. Based on some information provided by the gNB (such as the threshold), UE will make some judgments, such as whether the current report needs to be reported, or only report some relevant information to indicate the current performance. Therefore, we believe that Type1 may reduce some report overhead compared to Type 3.
Proposal 5: For the boundary between type 1 and type 3, the difference is content of UE report.
· For Type 3, UE only need to calculate and directly report performance metric to gNB regardless of prediction performance..
· For Type 1, UE will first calculate the performance metric. Based on some information provided by the gNB (such as the threshold), UE will make some judgments, such as whether the current report needs to be reported, or only report some relevant information to indicate the current performance. 
For Type 2, NW calculate the performance metric(s)
· Intermediate KPIs: Since gNB can not directly achieve raw channel information, UE would be needed to report the ground-truth CSI to gNB over the air interface by utilizing legacy CSI feedback scheme. However, this will result in a significant UE reporting overhead.
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. For example, based on the probability of NACK in one duration, gNB could evaluate the accuracy of the predicated CSI generated by AI/ML module. For this metric, like legacy behavior, it is up to gNB’s implementation, and no spec impact is expected.
· Legacy CSI based monitoring:  Since the high cost/complexity of AI/ML module, we think that higher performance requirement should be set for AI/ML enabled CSI feedback. Otherwise, the performance gain compared to legacy CSI prediction at UE side introduced by R18 MIMO can not be reflected, and legacy CSI feedback may be enough. Thus, legacy CSI based monitoring can be considered. When it comes to spec impact, some enhancement can be considered, e.g., the association between CSI prediction enabled by AI/ML module and legacy CSI scheme for monitoring should be considered.
Based on the above analysis, if intermediate KPI is used as performance metrics, type 1 and type 3 should be supported, and type 2 should be deprioritized.
Proposal 6: Regarding CSI prediction with UE-sided model, support performance monitoring type 1 and type 3 with intermediate KPI, e.g., SGCS, as performance metric.
[bookmark: OLE_LINK33][bookmark: OLE_LINK36][bookmark: OLE_LINK123]Proposal 7: Regarding CSI prediction with UE-sided model, deprioritize performance monitoring type 2.
In addition, how to trigger monitoring procedure should be further discussed. For example, monitoring can be periodically triggered or event triggered. 
· For the periodic trigger, the definition of periods for different configurations and time duration/stop time of monitoring for CSI prediction performance should be considered. 
· For event triggered monitoring, the definition of event, such as the triggering condition of monitoring for CSI prediction should be considered.
Proposal 8: For performance monitoring, both periodic trigger and event trigger can be considered.

Conclusion 
In this contribution, we provide our opinions on standard impacts of CSI prediction.
Observation 1: For CSI prediction, with observation window of 5/5ms and prediction window of 1/5ms/5ms, 
· Compared to AR based CSI prediction (non-AI based CSI prediction), about 4% performance gain is observed with AI/ML based CSI prediction.
Proposal 1: The discussion in Rel-19 focuses on the UE-side data collection.
Proposal 2 : Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details
Proposal 3: CSI-RS configuration for non-AI-based CSI prediction in Rel-18 MIMO can be reused for model inference of AI-based CSI prediction.
Proposal 4: Configuration of aperiodic CSI-RS for AI-based prediction should be enhanced.
Proposal 5: For the boundary between type 1 and type 3, the difference is content of UE report.
· For Type 3, UE only need to calculate and directly report performance metric to gNB regardless of prediction performance..
· For Type 1, UE will first calculate the performance metric. Based on some information provided by the gNB (such as the threshold), UE will make some judgments, such as whether the current report needs to be reported, or only report some relevant information to indicate the current performance. 
Proposal 6: Regarding CSI prediction with UE-sided model, support performance monitoring Type 1 and Type 3 with intermediate KPI, e.g., SGCS, as performance metric.
Proposal 7: Regarding CSI prediction with UE-sided model, deprioritize performance monitoring Type 2.
Proposal 8: For performance monitoring, both periodic trigger and event trigger can be considered.
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Appendix 1: Evaluation assumption for AI/ML based CSI prediction
Table 2. SLS assumptions for AI/ML based CSI prediction
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Umi is a baseline. 

	Frequency Range
	2GHz.

	Inter-BS distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) 


	BS Tx power 
	41 dBm for 10MHz, 44dBm for 20MHz, 47dBm for 40MHz

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	100 for 15 kHz SCS

	Simulation bandwidth 
	20 MHz

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	MU-MIMO

	CSI feedback 
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	UE distribution
	- 100% outdoor (30km/h) 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Ideal channel estimation

	Evaluation Metric
	SGCS
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