3GPP TSG RAN Rel-19 workshop															   RWS-230381
Taipei, June 15 - 16, 2023

Agenda item:	5
Source:	CATT
Title:	On AI/ML for NR air interface
[bookmark: _GoBack]Document for:	Discussion and Decision
1	Introduction
It is planned to hold the workshop for RAN Rel-19 and thus provides guidance for a stable topic list at the end of 2023 [1]. In this contribution, we discuss AI/ML for NR air interface in RAN Rel-19. Views on potential WI and potential further SI are shared in Section 2.1 and Section 2.2 respectively.
2	Discussion
2.1 Rel-19 WI
2.1.1 General consideration
In Rel-18, AI/ML for NR air interface is a full release study [1]. Though there is one WG meeting left in Rel-18, the main achievement can be roughly summarized as following:
· Achieve common understanding on fundamental concepts like terminology and collaboration levels.
· Build up the general framework on life cycle management (LCM) of AI/ML-based approaches, including both model-ID-based LCM and functionality-based LCM. 
· Large effort has been spent in RAN1 and RAN2 to investigate the LCM procedures including data collection, model transfer/delivery, performance monitoring, etc.
· Identify six sub use cases in total, and further evaluate the performance gain and analyse the potential specification impact.
· Investigate the interoperability and testability in RAN4.
In general, we support transforming AI/ML for NR air interface into WI in Rel-19. This is not only considering the maturation of framework study in Rel-18, but also the strong interest of commercial use. 
Proposal 1: Support WI of AI/ML for NR air interface in Rel-19.
During the SI, two AI/ML frameworks, i.e. model-ID-based LCM and functionality-based LCM, have been studied. In brief, functionality-based LCM does not care about precise model-level management but focus on the applicability of AI/ML at UE side. On the contrary, model-ID-based LCM allows clear model management at the cost of additional specific operations/procedures like model identification. Both frameworks are representative and can be supported in the WI.
In RAN1#113, it was also agreed that the same or similar procedures may be used for the activation, deactivation, switching, fallback, and monitoring once functionalities/models are identified. A unified design should be strived, if possible, for simplicity and easy deployment.
Proposal 2: Support both model-ID-based LCM and functionality-based LCM of AI/ML for NR air interface in Rel-19. Strive for unified design of model-ID-based LCM and functionality-based LCM, if possible.
Though fruitful results are achieved in Rel-18 study, we still learn some lessons with pain. The most notable issue is the duplicated study between different WGs. To name a few, general framework, model delivery/transfer, data collection procedure, model identification and model ID have been studied in both RAN1 and RAN2, even in parallel, with very similar contents. Sometimes, the discussion in one WG could be seriously impacted due to the latest agreement from another WG all in a sudden. 
The duplication problem may be due to the lack of experience on AI/ML study in air interface, which is understandable. However, clear work splitting between different WGs should be guaranteed for the sake of efficiency and high quality of normative work.
Proposal 3: Clear work splitting between different WGs should be guaranteed during normative phase of AI/ML for NR air interface.
2.1.2 Sub use cases
In Rel-18 study, three use cases are studied. For each of them, two sub use cases are further identified respectively. Whether a sub use case can be standardized should be based on (1) the trade-off between performance gain and specification impact, (2) the complexity, cost and offline/online engineering effort, (3) the maturity/difficulty of the corresponding LCM procedures and (4) the feasibility and interoperability of RAN4 test. As Rel-19 WI is a tentative step for AI/ML in air interface, we need to be very careful in sub use case selection. Unknown difficulty in normative work is waiting ahead.
For these 6 sub use cases, our view on the overall progress/gain/difficulty is summarized in Table 1.
[bookmark: _Ref136433678]Table 1: Overall assessment for Rel-18 sub use cases
	Sub use case
	LCM procedure complexity
	Performance gain
	Spec impact

	
	Model training
	Data collection (for training, monitoring)
	
	

	CSI compression using two-sided model
	High
	Low
	Pending, tend to low
	Medium ~ high

	CSI prediction using UE sided model
	Low
	Low
	Pending, depending on baseline selection
	On hold

	Spatial-domain beam prediction
	Low
	Low
	Pending, depending on baseline selection
	Low 

	Time-domain beam prediction
	Low
	Low
	Pending, depending on baseline selection
	Low

	Direct AI/ML positioning
	Low
	Medium
	Pending, tend to high in NLOS, low in LOS
	Low

	AI/ML assisted positioning
	Low
	Medium
	Pending, tend to high in NLOS, low in LOS
	Low


From the table above we can see that,
· Both sub use cases for CSI feedback are controversial. CSI compression, though a representative one of two-sided model use case, suffers from high training complexity and medium ~ high specification impact. Whether and how to design test cases for two-sided model in RAN4 is still debatable. For CSI prediction, the specification impact, unfortunately, has not been formally studied so far.
· Both sub use cases for beam management are well studied, although the performance gain may not be significant especially considering the coexistence of legacy UEs. It is possible to combine these two sub use cases together, since spatial-domain beam prediction (i.e. BM-Case1) may be treated as a special case of time(-spatial)-domain beam prediction (i.e. BM-Case2).
· Both sub use cases for positioning show outstanding gain in heavy NLOS environment, meanwhile do not outperform non-AI/ML methods when sufficient LOS paths exist. The data collection difficulty is marked as ‘medium’ since it is still debating the reliability for normal UE or TRP to generate the ground truth label.
Based on the analysis, we think it is more realistic to consider 4~5 sub use cases in Rel-19 WI. Potential prioritization or combination can be determined at the end of Rel-18.
Proposal 4: For AI/ML for NR air interface, consider 4 ~ 5 sub use cases for Rel-19 WI from the 6 sub use cases in Rel-18 SI by prioritization/combination, based on:
· The trade-off between performance gain and specification impact, 
· The maturity/difficulty of the corresponding LCM procedures.
2.2 Rel-19 SI
Further study on new use cases can contribute to the comprehensive understanding on the AI/ML in air interface. This is meaningful not only for 5G-A, but also for 6G which is targeting native support of AI/ML. Note that in Rel-18 the group has already examined the effectiveness of AI/ML in MIMO (CSI feedback or beam management) and positioning, thus no strong need to duplicate the effort on these directions. Motivated by this reason, we think use case in sidelink can open a new dimension to complete the full picture. The candidate use cases include, e.g., SL resource allocation in model 2 (may require reinforcing leaning) and SL beam management, etc. SL related use cases can be led by RAN1. 
We also welcome RAN2-led use case since all Rel-18 use cases are RAN1-led. For example, powerful prediction ability of AI/ML may be useful in mobility management. At the same time, the LCM procedures that not being finished Rel-18, if any, can also be further studied in Rel-19. One example is online training. 
In summary, further SI of AI/ML in air interface is welcome, but the workload of WI+SI should be under control. However, compared to Rel-19 WI, the priority is relatively lower. 
Proposal 5: For AI/ML for NR air interface, further Rel-19 SI can be considered, including:
· Potential leftover of LCM or sub use case from Rel-18, if any,
· RAN1-lead use cases in SL, e.g. SL resource allocation in mode 2, SL beam management,
· RAN2-lead use cases, e.g., mobility management.
However, a reasonable workload should be maintained for AI/ML package. Observed from Rel-18 AI/ML progress in RAN1, the burden is already to the limit even for study phase. Hence, we suggest that the total number of sub use cases lead by RAN1 is no more than six, including both Rel-19 WI and Rel-19 SI. Otherwise, the quality and completeness of the first release of AI/ML standardization in air interface cannot be guaranteed.
Proposal 6: For AI/ML for NR air interface, the total number of RAN1-led sub use cases should be no larger than six, counting both Rel-19 WI and Rel-19 SI.
4	Conclusion
In this contribution, we share our views on AI/ML in physical layer in RAN Rel-19. The proposals are summarized in the following. 
Proposal 1: Support WI of AI/ML for NR air interface in Rel-19.
Proposal 2: Support both model-ID-based LCM and functionality-based LCM of AI/ML for NR air interface in Rel-19. Strive for unified design of model-ID-based LCM and functionality-based LCM, if possible.
Proposal 3: Clear work splitting between different WGs should be guaranteed during normative phase of AI/ML for NR air interface.
Proposal 4: For AI/ML for NR air interface, consider 4 ~ 5 sub use cases for Rel-19 WI from the 6 sub use cases in Rel-18 SI by prioritization/combination, based on:
· The trade-off between performance gain and specification impact, 
· The maturity/difficulty of the corresponding LCM procedures.
Proposal 5: For AI/ML for NR air interface, further Rel-19 SI can be considered, including:
· Potential leftover of LCM or sub use case from Rel-18, if any,
· RAN1-lead use cases in SL, e.g. SL resource allocation in mode 2, SL beam management,
· RAN2-lead use cases, e.g., mobility management.
Proposal 6: For AI/ML for NR air interface, the total number of RAN1-led sub use cases should be no larger than six, counting both Rel-19 WI and Rel-19 SI.
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