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Introduction
[bookmark: OLE_LINK14][bookmark: OLE_LINK13][bookmark: _GoBack]5G has been changing our lives, and it has become an industry consensus to continuously implement the rich content of 5G technology and realize the sustainable development of 5G. In April 2021, 3GPP officially confirmed 5G-Advanced as the official name of 5G evolution, and the development of global 5G technology and standards has entered another new stage.
As an important potential key technology of 5G-Advanced, integrated sensing and communication (ISAC) has drawn extensive attention. The integrated design of communication and sensing can reduce costs, reduce power consumption, and optimize resource utilization compared to two independent systems.
ISAC can realize the unified design of communication and sensing functions through signal joint design and/or hardware sharing and other means. Among them, the sensing function in the ISAC system can be understood as a wireless sensing technology based on the mobile communication system. The mobile communication system transmits wireless signals to target areas or objects, and analyzes the received reflected wireless signals to obtain corresponding sensing measurement data, and further provides sensing services to third-party applications. In addition, the mobile communication system can also aggregate the sensing measurement data of other sensing technologies (such as cameras, radars, etc.) to jointly provide sensing services.
In the 5G system, with the introduction of large bandwidth, millimeter wave, and massive MIMO technology, the 5G system has initially possessed the sensing potential. In February 2022, 3GPP SA1 successfully established the research topic "Study on Integrated Sensing and Communication", marking that ISAC has officially entered the standardization stage. As a follow-up, in RAN R19, ISAC may be a potential project direction. Based on the existing NR system, RAN needs to study the air interface technology and related procedures that make as few changes as possible to the existing system to support the sensing capability. 
In this contribution, we first summarize the use cases in TR22.837 for ISAC and analyze the characteristics of these use cases, and consider the priority of these use cases in NR. To better support simulation and evaluation, the new channel model for ISAC need be considered. Based on the initial ISAC channel model, we simulate the UAV and V2X scenarios. In order to verify the feasibility of ISAC in 5G system, we built FR1 and FR2 prototype, and obtained some test results. Finally, we provide our views on some potential enhancements in RAN.
Use cases
The research topic "Integrated Sensing and Communication Research" in SA1 already contains 32 use cases and their corresponding requirements. These use cases can be simply divided into the following categories, as shown in Table 2-1.
Table 2-1 The categories of use cases in TR22.837 [1]
	Categories
	Use case classification
	Use case 

	Detection , positioning and tracking

	UAV
	1. UAV flight trajectory tracing(5.10)
2. Network assisted sensing to avoid UAV collision (5.12)
3. UAV intrusion detection(5.13)

	
	Smart transportation
	1. Pedestrian/animal intrusion detection on a highway(5.2)
2. Railway intrusion detection(5.7)
3. Sensing at crossroads with/without obstacle(5.11)
4. Accurate sensing for automotive maneuvering and navigation service(5.26)
5. Use case on Vehicles Sensing for ADAS(5.28)
6. Use case on sensing for automotive maneuvering and navigation service when not served by RAN(5.30)
7. Use case on blind spot detection(5.31)

	
	
	1. Sensing Assisted Automotive Maneuvering and Navigation(5.8)

	
	Smart city
	1. Tourist spot traffic management(5.14)
2. Sensing for Parking Space Determination(5.20)
3. UAVs/vehicles/pedestrians detection near Smart Grid equipment(5.22)
4. Use case public safety search and rescue or apprehend(5.27)

	
	Smart home
	1. Intruder detection in smart home(5.1)
2. Intruder detection in surroundings of smart home(5.6)
3. Immersive experience based on sensing(5.25)

	
	Smart factory
	1. AMR collision avoidance in smart factories(5.23)
2. AGV detection and tracking in factories(5.9)
3. Use case of integrated sensing and positioning in factory hall(5.32)

	Motion recognition
	Smart home

	1. Contactless sleep monitoring(5.15)
2. Health monitoring(5.17)
3. Service continuity of unobtrusive health monitoring(5.18)
4. Roaming for sensing service of sports monitoring(5.24)
5. Use case on Gesture Recognition for Application Navigation and Immersive Interaction(5.29)

	Environment monitoring 
	Smart city
	1. Sensing for flooding in smart cities(5.5)
2. Rainfall monitoring(5.3)

	Others
	N/A
	1. Transparent Sensing Use Case(5.4)
2. Protection of Sensing Information(5.16)
3. Sensor Groups(5.19)
4. Seamless XR streaming(5.21)



In the above four categories of use cases for ISAC, the detection,positioning and tracking type of use case got more interest and is more promising to be deployed in NR. Considering 3GPP workload, especially on RAN1 simulation work, we suggest to only focus on the detection, positioning and tracking type of use cases in NR study. Among the use cases, we suggest at least to prioritize smart transportation, UAV and smart factory to further reduce workload, where most simulation assumptions for Rel-16/17/18 positioning can be reused.
Proposal 1: In NR Rel-19, prioritize the sensing use cases of Detection Positioning and tracking including smart transportation, UAV and smart factory scenarios.

Smart transportation
With the trend of digitization and intelligence in the transportation field, the 5G system is expected to provide real-time data communication for massive traffic terminals, and at the same time efficiently sense the real-time status of roads, vehicles, and people to enable the transportation system to have the capabilities of sensing, interconnection, analysis, prediction and control in a larger space-time range.
Smart transportation use cases are generally outdoor, except for parking detection which may be used for indoor parking detection as shown in the Figure 2.1-1.
Here, the intrusion detection of railways is also classified into this category because railways also belong to the field of transportation.
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(A)Highway intrusion detection                                              (B) Railway intrusion detection
[image: ]      [image: ]
(C) Sensing at crossroads with/without obstacle                                                        (D)  Parking Space Determination
Figure 2.1-1 Sensing for smart transportation
In smart transportation scenarios, from the analysis of sensing technology, it usually includes two aspects:
· Determine whether an object exists: This is a big difference from the current 3GPP positioning technology. In the above sensing use cases, the sensed objects usually have no connection with the 5G system, or there is no communication capability between the sensed object and the 5G system. Therefore, the 5G system usually does not know whether the sensed object exists. The 5G system shall transmit the sensing signal and receive the reflected wave to determine whether there are one or more objects. There is usually a LOS path between the 5G system and the sensed object. In use cases (A)-(C), the sensed objects may be vehicles, animals or pedestrians. In use case (D), the sensed object area is parking space. This type of applications usually has high requirements for false detection and missing detection.
· Position the object: After judging that the object appears in a specific area, the object can be further positioned via 3GPP sensing service. Positioning is based on detection, but there are more KPI requirements for positioning accuracy and sensing resolution.
· Track the object: In use cases (A)-(C), after judging that the object appears in a specific area, the object is further tracked. The 5G system opens the sensing service to the third-party applications based on the location or trajectory tracking of the sensed object. The third-party applications judge whether the sensed object will affect driving safety and takes further measures. Furthermore, tracking a specific object is feasible which need more KPI support than positioning, e.g. it needs stricter KPI requirements for velocity accuracy and resolution compared with positioning.
For the future evaluation, the simulation scenarios adopted in Rel16/17/18 positioning such as highway for sidelink positioning which includes both gNB and UEs, can be reused.  
 UAV
With the continuous expansion of the UAV market, more and more civilian UAVs have entered our lives. In the future cities, a large number of UAVs will be used in industrial inspections, security patrols, transportation, and logistics transportation and other scenarios. Typical use cases for UAV sensing fall into two categories:
· UAV intrusion detection.
· UAV collision avoidance and flight trajectory tracing
2.2.1 UAV intrusion detection
5G radio signals can be used to provide wireless access for communication, meanwhile the 5G radio signals can also be used to generate sensing data for object detection e.g. sense presence or proximity of UAVs illegal flying in a specific area. 5G system could provide sensing service by processing sensing data and output sensing information (e.g. relative position, altitude, distance, velocity, direction). In this case, 5G system could be used for sensing the UAV intrusion in the scenarios of UAV illegal flying in restricted area including light rail, airports, government facilities, research institutes, high-speed railway stations, temporary performance venue and other permanent or temporary restricted areas.
Furthermore, considering that the UAV entering the restricted area is illegal and the UAV itself even could be illegal, this kind of sensing operation doesn’t require the cooperation of the UAV. That means the UAV may be unaware of the sensing operation. When multiple UAVs appear in the same restricted area, the 5G system can sense presence or proximity of multiple illegal UAVs flying at the same time.
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Figure 2.2.1-1: Sensing for UAV intrusion detection
2.2.2 UAV collision avoidance and flight trajectory tracing
With the help of 5G network, the development of low-altitude UAVs has entered a new stage. UAVs can perform various tasks such as surveillance, early warning, and communication in all weather and in all airspace. At the same time, UAVs can also be widely used in aerial photography, urban management, agriculture, geology, meteorology, electric power, emergency rescue and disaster relief and other vertical industries. Especially in the logistics industry, UAV delivery has always been a research hotspot. There are several advantages or drivers for drone delivery:
1) Solve the distribution problem in remote areas. In the covid-19 pandemic, drones have proved their value and improved their market image when delivering blood samples from remote areas, and delivering vaccines and testing reagents, as well as other medical auxiliary equipment to remote areas.
2) Improve delivery efficiency and reduce delivery time. More than 50% of online shoppers like same-day delivery or fast delivery, and UAVs can speed up product delivery.
3) Reduce logistics and labor costs. In terms of cost, UAV delivery can save more than half of the cost.
The use of UAV delivery in these fields: food delivery, retail goods delivery, postal delivery, delivery of medical aids, agriculture delivery, industrial delivery, etc.
While the UAV is applied in so many industries, how to avoid collision and effectively manage the UAV traffic are key challenges. In general, the UAV can provide its moving information and surrounding dynamic environment sensed by its own sensors to UTM (Uncrewed Aerial System Traffic Management), then the UTM controls the flight trajectory of the UAV accordingly. But the sensing range of a single UAV is limited and during a UAV flying, the UAV surrounding environment status will not be detected in time which will cause the UAV deviation or collision.
There are two uses cases in TR22.837 which are use case A (network assisted collision avoidance for the UAVs) and use case B (UAV flight trajectory tracing for 5G system) belong to this category as shown in Figure 2.2.2-1 and Figure 2.2.2-2. 
Both use cases support the UEs to assist in the sensing operations. But there are some differences between use case A and use case B. In use case A, the UE is on boarding UAV, the UE can provide its positioning information and UE ID to 5G network. The 5G network and UTM can correlate the UE positioning information, UE ID with UAV ID.  Based on that, on one hand, the 5G RAN nodes can work together to send sensing signal toward specific direction, angle, area to track the flight of the UAV. On the other hand, the UE can collect the reflection signals from its environments and send the sensing measurement data associated with the UE ID to 5G network via the communication connection.  In use case B, the UEs that are connected to the 5G RAN entities can be configured to assist in the sensing operations, which can increase the sensing coverage, provide more positioning reference points, and improve sensing result accuracy and robustness. 
Both use cases belong to detection and positioning. First, 5G system determines whether an UAV exists. Second, 5G system tracks the object. In use case A, because a UE is on boarding UAV, so 5G system can determine the UAV exists by communication link.
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Figure 2.2.2-1 Use case A: Network assisted collision avoidance for the UAVs
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Figure 2.2.2-2: Use case B: UAV flight trajectory tracing by 5G system
 Smart factory
Sensing is a means for 5G-A system to develop new services. In the smart factory, sensing has great application potential and prospect. Similar as UAV. There are three use cases as shown in Figure 2.3-1 and Figure 2.3-2:
1) Use case A: AGV detection and tracking in factories. 
2) Use case B: AMR collision avoidance in smart factories
3) Use case C: Integrated sensing and positioning in factory hall
The sensing objects are UAVs in use case A, while the sensing objects are obstacles or people in the trajectory of AMRs in use case B. Use case C focuses on the integrated sensing and positioning.
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Figure 2.3-1: Use case A: AGV detection and tracking in factories
[image: ]
Figure 2.3-2: Use case B: AMR collision avoidance in smart factories

Sensing modes
Basic sensing models can be divided into mono-static sensing and bi-static sensing. According to the different attributes of the devices (gNB and UE), the above classification can be further classified into six sensing modes:
1) gNB mono-static sensing 
2) gNB bi-static sensing
3) gNB as transmitter and UE as receiver
4) UE as transmitter and gNB as receiver
5) UE bi-static sensing
6) UE mono-static sensing 
The following Figure 3-1 takes gNB as an example to represent mono-static sensing and bi-static sensing.
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Figure 3-1 An illustration for gNB mono-static sensing and gNB bi-static sensing
In our view, modes 1, 2, 3 and 4 should be prioritized since gNBs can provide wide-area coverage for these use cases listed in Sections 2.1 to 2.3 and ensure perceived service. Especially for mode 6, it causes higher UE complexity as UE needs support of full duplex to send and receive signals simultaneously. Hence, this mode may be more appropriate for 6G study. 
Proposal 2: gNB mono-static sensing and gNB bi-static sensing should be prioritized because of large coverage, high capability.

Channel model
Channel model plays an important role for studying new techniques in wireless communication systems, and is used for performance evaluation scheme comparison. Therefore, good sensing channel modeling will provide powerful assistance to verify the feasibility of sensing function into the NR wireless communication systems.
Wireless sensing relies on the analysis of the reflected wave of the measured object to obtain the sensing measurement data. However, there is no channel modeling of the reflected wave in the current NR channel model in TR38.901[2].
The complete sensing channel model generation methodologies are time-consuming and complex process. Different scenarios have different sensing requirements, so the sensing channels that need to be modeled may be also different. According to the classification of sensing scenarios, the channel modeling of sensing can generally be divided into categories below [3]:
· Channel model for detection, location and tracking scenarios
The scenarios described here are mainly device-free (that is, the target object does not participate in the sensing process). What needs to be measured or captured is the overall situation of the target object, such as target detection, positioning, and so on.
· Channel model for motion recognition
Motion recognition such as health and gesture recognition are usually achieved by analyzing the micro-Doppler information of the target objects. Therefore, Doppler information of the target objects with different postures needs to be constructed in the channel model.
· Channel model for imaging, environment reconstruction scenarios
Environmental reconstruction and target imaging, including the reconstruction of the position of static, quasi-static and dynamic scatters in the surrounding environment, the reconstruction of scattering characteristics, and the imaging of static or quasi-static targets. For imaging, environment reconstruction, channel modeling needs to reflect the finer-grained characteristics of the targets.
Typical channel model generation methods include deterministic channel modeling and statistical channel modeling. There are three potential channel model generation methodologies as shown below.
· Option 1: stochastic geometry channel modeling. 
· The stochastic geometry channel model is a channel model based on various statistical characteristics of the channel. It is a potential direction to enhance the channel model described in TR38.901 to meet the needs of sensing, reuse the existing channel model generation methods of TR38.901, such as LOS probability, cluster generation procedure, channel coefficient generation procedure and so on, and improve the characteristics of the target, such as RCS (Radar Cross Section), modify the pathloss formula and the small-scale fading channel generation.
· Option 2: Hybrid with ray tracing channel modeling. 
· Hybrid with ray tracing channel model is based on actual environmental measurement. This method is also specified in TR38.901, and can be further considered for the sensing evaluation work in NR.
· Option 3: AI-based channel modeling. 
· This method is more suitable for channel modeling of gesture recognition.
Sensing channel modeling is strongly related to sensing requirements. It will be a huge project to build channel models that supports all the above scenarios. It’s preferred to prioritize the channel model generation methodology for the typical use cases and scenarios of detection, location and tracking scenarios.
Proposal 3: Study stochastic geometry and hybrid with ray tracing channel modeling for detection and positioning type of use cases of sensing in NR Rel-19. 
In the following subsections, we provide some initial views on enhancement of stochastic geometry channel modeling for sensing. 
General 
At present, TR	38.901 defines a set of detailed communication channel modeling process. 
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Figure 4.1-1: Channel coefficient generation procedure
Based on channel coefficient generation procedure described in TR38.901, some necessary modifications to build the channel model for detection, location and tracking use cases are considered. The necessity change at least includes:
· Large scale loss including pathloss, RCS loss
· LOS/NLOS factors
· The Fast fading
From our view, at least the following enhancements should be considered for the fast fading channel generation
· RCS will affect the generation of clusters. RCS scattering characteristics will affect small-scale fading channel generation. It is necessary to study the scattering characteristics of typical targets (pedestrians, vehicles, UAVs). As shown in Figure 4.1-2 and Figure 4.1-3, the center frequency is 23.5GHz and the bandwidth is 5GHz. In order to obtain the reflection and scattering characteristics of the various attitudes of the UAV, the fuselage states of leveling and tilting are considered. Besides, the propeller states of vertical and parallel to the aircraft axis are also considered. The angle between Tx and Rx is 10° and the radar cross section varies with the corresponding rotation angle for different UAV attitudes as shown in Figure 4.1-2. The angle between Tx and Rx is 45° and the radar cross section varies with the corresponding rotation angle for different UAV attitudes as shown in Figure4.1-3. 
[image: ]
Figure 4.1-2 The radar cross section varies when the angle between Tx and Rx is 10°
[image: ]
Figure 4.1-3 The radar cross section varies when the angle between Tx and Rx is 45°
· Time delay, angle and power need to be enhanced. Due to the need to model the scattering path, in TR38.901, the original time delay, angle and power calculation method needs to be revised.
· Clutter channel model. Clutter is the electromagnetic wave that has not passed through the sensing target. Clutter has a great impact on sensing performance, so it’s necessary to add the accurate clutter model.
Pathloss and RCS
The path loss formula in TR38.901 calculates the path loss of the link from a transmit point A to a receive point B. However, in the sensing scenarios, the sensing signal is sent from point A, reflected at the sensed object (point B), and received at point C. The impact of reflection is not considered in the path loss defined in TR38.901.
Although the target object has no antenna, the radio wave will reflect on the target object, which will cause power loss. When calculating the path loss, it is necessary to consider the impact of this part. Radar Cross-Section (RCS) is used to characterize this feature. RCS is affected by many factors, such as incidence angle, reflection angle, material, frequency, etc. In path loss, RCS can take typical values, as shown in table 4.2-1. RCS also can follow a uniform distribution, Gaussian distribution, or other distribution.
Table 4.2-1 Typical value of RCS
	Type of target
	
Typical value of RCS（）

	Insect or Bird
	


	Human
	0.5-2

	Small drone
	0.01-0.5

	Car or truck
	100-300



So, we suggest the path loss of wireless sensing as shown in below.

        (4.2-1)


Calculate  and  with formulas in Table 7.4.1-1 of TR38.901. However, it should be noted that the path loss formula defined in TR38.901 is not suitable for all sensing modes. 
In the following figures for UAV scenarios, we compared the pathloss based on Radar formula, i.e. 

                                      (4.2-2)
Note: d1 is the distance between the transmitter and the target and d2 is the distance between the target and the receiver.
Based on the formula 4.2-1 with RMa parameters described in TR38.901, and based on the formula 4.2-1 with TR36.777 RMa-AV. All scenarios are set with LOS only links. It can be found that there is no much difference among formulas in the LOS only links for UAV scenarios. 
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Figure 4.2-1 Pathloss comparisons
 LOS and NLOS
In wireless sensing, LOS link means that there is a direct path between the sensing transceiver and the target object.
The illustrations of LOS and NLOS for mono-static sensing and bi-static sensing are shown in Figure 4.3-1 and Figure 4.3-2. The probability of LOS is defined in TR38.901 (see 7.4.2 LOS probability), we can reuse this function to determine the LOS probability for mono-static sensing and bi-static sensing. For mono-static sensing, the LOS probability only needs to be determined once using channel reciprocity; For bi-static sensing, the LOS probability should be determined twice, one is between the transmitting station and the target object, and the other is between the target object and the receiving station.
If one of the transceivers is NLOS with the target object, the large scale loss including pathloss and RCS loss will be significantly increased, such as Figure (B) in Figure 4.3-1, and Figure (B) to Figure (D) in Figure 4.3-2.  The reflected signal power may be very weak and could be probably ignored for modeling. Hence, whether this NLOS link (or called as two hops reflecting) should be modeled needs to be further studied. 
[image: ]
Figure 4.3-1: LOS and NLOS for mono-static sensing
[image: ]
Figure 4.3-2: LOS and NLOS for bi-static sensing
Fast fading
The stochastic geometry channel model defined in TR38.901 is based on clusters and rays, as shown in Figure 4.4-1. Different clusters and rays may have different physical properties, e.g. power, angel, etc.
[image: ]
Figure 4.4-1: Illustration for channel model based on clusters and rays
There are two basic methods in the wireless sensing channel modeling:
(1)  Cascaded channel modeling. We consider the channel model between Sensing transmitter and Sensing receiver as a whole. 
[image: ]
Figure 4.4-2: Illustration for the whole channel modeling
(2)  Segmented channel modeling. First, we consider the channel model between Sensing transmitter and the target object, and the channel between the target object and Sensing receiver respectively. Second, we combine the two channel models into one channel model.
[image: ]
Figure 4.4-3: Illustration for the segmented channel modeling
In the sensing channel modeling, there are three parts to consider.
· The target object channel model: This part mainly considers the channel modeling related to the target object including all propagation paths passing through the target object(s). The target object channel model includes information of the target object(s).
· Environment channel model: This part mainly considers the channel modeling of the environment including passing through only environments and not pass through the target object(s).The environment channel model doesn’t include any information of the target object(s).
· Noise model: This part mainly considers the channel model of the noise.
One example procedure is provided as follows, where the channel can be generated separately for each link among gNB, a target object and the relevant environments, so the final  

[image: ]                
Figure 4.4-4 Illustration of Channel modeling for target and environment
Simulation analysis of multi-target channel model
In this subsection, highway scenario is taken for simulation. Figure 4.5-1 shows the distribution of highway scenario. In Figure 4.5-1, assume there are two sensing targets, which are represented by green blocks. For both of two sensing targets, the transmitters are 6th cell, and the receivers are 43th cell, i.e. bi-static sensing mode.
[image: ]
Figure 4.5-1 Illustration on highway scenario with two sensing targets
Figure 4.5-2 shows the single target channel pulses of these two sensing targets and clutter channel pulse in time domain. Figure 4.5-3 shows the multi-target channel pulse merging these two sensing targets in time domain.
[image: Channel_SingleTarget_magnify_target1][image: Channel_SingleTarget_magnify_target2][image: Channel_Clutter_magnify]
(a) Channel pulse of target 1              (b) Channel pulse of target 2                (c) Channel pulse of clutter
Figure 4.5-2 Single target channel pulses in time domain
[image: Channel_MergeTarget_magnify][image: Channel_MergeTarget]
Figure 4.5-3 Merging channel pulses of two target
For multi-target sensing case, due to the effect of distance between multiple sensing targets and the effect of reflecting power of the different sensing target, the multi-target channel merging multiple sensing targets is complicated. Figure 4.5-4 provides three cases of multi-target channel pulse merging two sensing targets in time domain, where both the distance between two sensing targets and reflecting powers are different in three cases. In Figure 4.5-4(a), the receiving power of two sensing targets are matched, and these two sensing targets can be detected distinctly. In Figure 4.5-4(b), the receiving power of two sensing targets are dramatically different, which leads to the detection of these two sensing targets is intractable. In Figure 4.5-4(c), due to the interference of multiple NLOS clusters, there are many burrs in time channel, which cause complicated channel coefficient.
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Sensing target

(a)                                                        (b)                                                         (c)
Figure 4.5-4 Multi-target channel pulse merging two targets
Performance evaluation and real test
 Performance evaluation
Evaluation KPI for multi-target sensing
For performance evaluation of multi-target sensing, the following KPIs are defined:
· Number of successful detection: target number of successful detection for each receiver, which is per receiver. 
· Probability of successful detection: target number of successful detection divided by total target number for each receiver, which is per receiver.
· Number of missing detection: target number of missing detection for each receive, which is per receiver.
· Probability of missing detection: target number of missing detection divided by total target number for each receiver, which is per receiver.
· Number of false alarm: error number of determining non target as sensing target, which is per receiver.
· Probability of false alarm: total error number of all receivers divided by total target number of all receivers.
· Location accuracy: location accuracy of successful detected target, involving distance accuracy, horizontal angle of arrival (AOA) accuracy and zenith angle of arrival (ZOA) accuracy.
Performance evaluation of UAV use case
In UAV evaluation scenarios, BSs with three cells are distributed in cellular form. UAVs are dropped in each cell in uniform distribution. The channel model between transmitting cell and receiving cell is the RMa channel model, which is specified in TR 38.901. An illustration on UAV scenario is exhibited in Figure 5.1.2-1, where red circle represents BS’s location, red dot is UAV’s location, solid blue line is boundary of three cells of one BS, and solid red line refers to antenna boresight direction of a cell. Table 5.1.2-1 provides evaluation parameters in UAV scenario.
[image: Distribution]
Figure 5.1.2-1 An illustration on UAV scenario
Table 5.1.2-1 Evaluation parameters in UAV scenario
	Parameter
	

	Carrier frequency
	6GHz

	Bandwidth
	100MHz

	Subcarrier spacing
	30kHz

	Transmitting power of BS
	35dBm

	Antenna of BS
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1),
dH = dV = 0.5λ 

	Antenna gain of transmitting BS
	26dBi

	Antenna gain of receiving BS
	26dBi

	Antenna height of BS
	35m

	Antenna height of UAV
	100m

	Minimum horizontal distance between BS and UAV
	35m

	Noise factor of BS
	9dBi

	thermal noise
	-174dBm/Hz

	Cluster number
	1

	K-factor
	15

	
Vehicle RCS ()
	0.2



5.1.2.1 Performance evaluation in mono-static sensing mode for UAV use case
Figure 5.1.2.1-1 shows the detection number and detection probability per receiver in mono-static sensing mode for UAV use case. Figure 5.1.2.1-2 shows the distance accuracy in mono-static sensing mode for UAV use case. 5.1.2.1-3 shows the angle accuracy in mono-static sensing mode for UAV use case. 
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Figure 5.1.2.1-1 Detection number and detection probability per receiver in mono-static sensing mode for UAV use case (False alarm probability is 17.19%)
[image: DisError_UAV_MultiTarget_AA_4Rx_BW100]
Figure 5.1.2.1-2 Distance accuracy in mono-static sensing mode for UAV use case
[image: AOAError_UAV_MultiTarget_AA_4Rx_BW100][image: ZOAError_UAV_MultiTarget_AA_4Rx_BW100]
Figure 5.1.2.1-3 Angle accuracy in mono-static sensing mode for UAV use case
5.1.2.2 Performance evaluation in bi-static sensing mode for UAV use case
Figure 5.1.2.2-1 shows the detection number and detection probability per receiver in bi-static sensing mode for UAV use case. Figure 5.1.2.2-2 shows the distance accuracy in bi-static sensing mode for UAV use case. 5.1.2.2-3 shows the angle accuracy in bi-static sensing mode for UAV use case. 
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Figure 5.1.2.2-1 Detection number and detection probability per receiver in bi-static sensing mode for UAV use case (False alarm probability is 17.19%)
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Figure 5.1.2.2-2 Distance accuracy in bi-static sensing mode for UAV use case
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Figure 5.1.2.2-3 Angle accuracy in bi-static sensing mode for UAV use case
Performance evaluation of V2X use case
In V2X use case, highway scenario, as a typical scenario, is employed to evaluate sensing performance. In highway scenario, vehicles are dropped as TR 37.885. BSs with three cells are distributed in cellular form. The channel model between transmitting cell and receiving cell is the RMa channel model, which is specified in TR 38.901. An illustration on V2X scenario is exhibited in Figure 5.1.3-1, where red circle represents BS’s location, red dot is V2X’s location, solid blue line is boundary of three cells of one BS, and solid red line refers to antenna boresight direction of a cell. Table 5.1.3-1 provides evaluation parameters in highway scenario.
[image: 网络拓扑图]
Figure 5.1.3-1 An illustration on highway scenario
Table 5.1.3-1 Evaluation parameters in highway scenario
	Parameter
	

	Carrier frequency
	6GHz

	Bandwidth
	100MHz

	Subcarrier spacing
	30kHz

	Transmitting power of BS
	49dBm

	Antenna of BS
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1),
dH = dV = 0.5λ 

	Antenna gain of transmitting BS
	30dBi

	Antenna gain of receiving BS
	30dBi

	Antenna height of BS
	35m

	Minimum horizontal distance between BS and vehicle
	35m

	Noise factor of BS
	9dBi

	thermal noise
	-174dBm/Hz

	
Vehicle RCS ()
	200

	K-factor
	15



5.1.3.1 Performance evaluation in mono-static sensing mode for V2X use case
Figure 5.1.3.1-1 shows the detection number and detection probability per receiver in mono-static sensing mode for highway scenario. Figure 5.1.3.1-2 shows the distance accuracy in mono-static sensing mode for highway scenario. 5.1.3.1-3 shows the angle accuracy in mono-static sensing mode for highway scenario. 
[image: Cardinality_Highway_MultiTarget_AA_4Rx_BW100][image: PercentDetect_Highway_MultiTarget_AA_4Rx_BW100]
Figure 5.1.3.1-1 Detection number per receiver in mono-static sensing mode for highway scenario (False alarm probability is 18.18%)
[image: DisError_Highway_MultiTarget_AA_4Rx_BW100]
Figure 5.1.3.1-2 Distance accuracy in mono-static sensing mode for highway scenario
[image: AOAError_Highway_MultiTarget_AA_4Rx_BW100][image: ZOAError_Highway_MultiTarget_AA_4Rx_BW100]
Figure 5.1.3.1-3 Angle accuracy in mono-static sensing mode for highway scenario
5.1.3.2 Performance evaluation in bi-static sensing mode for V2X use case
Figure 5.1.3.2-1 shows the detection number and detection probability per receiver in bi-static sensing mode for highway scenario. Figure 5.1.3.2-2 shows the distance accuracy in bi-static sensing mode for highway scenario. 5.1.3.2-3 shows the angle accuracy in bi-static sensing mode for highway scenario. 
[image: Cardinality_Highway_MultiTarget_AB_4Rx_BW100][image: PercentDetect_Highway_MultiTarget_AB_4Rx_BW100]
Figure 5.1.3.2-1 Detection number and detection probability per receiver in bi-static sensing mode for highway scenario (False alarm probability is 10.23%)
[image: DisError_Highway_MultiTarget_AB_4Rx_BW100]
Figure 5.1.3.2-2 Distance accuracy in bi-static sensing mode for highway scenario
[image: AOAError_Highway_MultiTarget_AB_4Rx_BW100][image: ZOAError_Highway_MultiTarget_AB_4Rx_BW100]
Figure 5.1.3.2-3 Angle accuracy in bi-static sensing mode for highway scenario
 Prototype and Test
In this section, we provide some real field test results based on ZTE’s prototypes of ISAC in millimeter wave and sub-6GHz.
The sub-6GHz prototype is based on the 4.9 GHz 5G commercial base station with 100MHz sensing bandwidth, the outdoor UAV, vehicle and pedestrian sensing test was completed in 2022. The test results show that the maximum sensing distance of outdoor low-altitude UAV is more than 1400m in a certain environment, and the multi-target moving track sensing of a UAV, vehicle and pedestrian is realized at the same time, which preliminarily verifies the feasibility of low-frequency sensing in low-altitude security, traffic safety management and other applications.
[image: ]
Figure 5.2-1 4.9 GHz test environment 
The millimeter wave prototype is using the 24GHz millimeter wave base station with 100MHz sensing bandwidth. The base station uses a single AAU to complete the sensing process [5]. 
[image: ]            [image: ]
Figure 5.2-2 UAV test environment and single AAU prototype
At 24Ghz, the ranging accuracy can reach 0.5m around 100m distance between UAV and gNB and the ranging accuracy can be less than 0.5m within 100m distance between vehicles and gNB, as shown in Figure 5.2-3.
[image: ][image: ]
Figure 5.2-3  ranging accuracy of UAVs and vehicles
Potential standard enhancement
From our view, the current positioning architecture can be reused to support sensing function (SF) as shown in the following figure, where gNB or UE can measure and report sensing results to LMF/SF based on the reflected signal. The positioning SRS, PRS and SL-PRS can be reused to get reflected wave. The Rel-16/17/18 signaling procedure including NRPPa, LPP and SL-RSPP can be completely reused. 
[image: ]
Figure 6-1 Reuse positioning architecture/RS for sensing
Proposal 4: NR sensing enhancement should try to reuse the existing positioning architecture, procedure, reference signals.

Suggested work plan  
Basically, we think the sensing related work can be divided into three phases in NR
[image: ]
Figure 7-1 suggested work plan for sensing related enhancement
· In the initial phase of Rel-19, support RAN-level study for use cases, scenarios and requirements 
·  Focus on detection and positioning-type use cases. Among positioning-type use cases, prioritize the use cases of the smart transportation, UAV and smart factory
· Support a long-term channel model study for both 5G-Advanced and 6G covering different technologies. Sensing can be considered as one of the aspects together with other aspects including massive MIMO, RIS and potential measurement updates. More details can be found in our companion contribution [4].
· For sensing aspect, the first phase study is focused on NR sensing scenarios in Rel-19 mainly for detection and positioning-type use cases. The channel model types can include stochastic geometry and hybrid with ray tracing channel modeling.
· The second phase study is to extended channel model for support of 6G starting from Rel-20 including the remaining sensing use cases and other new use cases, etc. 
· Study and specify detection and positioning-type sensing function in NR in Rel-20 including
·  Study evaluation methodology and assumption, and do evaluation [RAN1]
·  Study potential sensing solutions, signaling, procedure [RAN1] 
· Sensing Reference Signal
· Try to reuse positioning purpose RS
· Sensing models
· Prioritize gNB based sensing measurements, including gNB mono-static sensing and gNB bi-static sensing.
· Physical sensing procedure
· Compatibility with the existing signals/channels
· Study and specify signaling procedures between UE and SF/LMF, between UE and UE [RAN2]
· Study and specify signaling procedures between gNB and SF/LMF[RAN3]
· Study the feasibility and specify the core performance requirement [RAN4]

References
[1] 3GPP TR 22.837, Feasibility Study on Integrated Sensing and Communication, V0.4.0, 2023-03.
[bookmark: issueDate][2] 3GPP TR 38.901, Study on channel model for frequencies from 0.5 to 100 GHz, V17.0.0, 2022-03.
[3] Research on Channel Measurement and Modeling for 6G, IMT-2030(6G) promotion group,2022
[4] RWS-230293	Views on channel model in Rel-19	
[5] https://www.zte.com.cn/china/about/news/20220714C1.html
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