3GPP TSG-RAN Rel-19 workshop	RWS-230149
Tapei, June 15th – 16th 2023

Agenda Item:	5
Source:	Ericsson
Title:	Discussion on Rel-19 AI/ML for NG-RAN enhancements
Document for:	Discussion, Decision
1	Introduction
In Rel-18, normative work on AI/ML is carried in the AI/ML for NG-RAN WI (RP-220635). The objective as presented in the WID is:
[bookmark: _Hlk89695239]Normative work is based on the conclusions captured in TR37.817. The detailed objectives of the WI are listed as follows:
· Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3)

Note: On security impacts, coordination with SA3 when needed. On OAM aspects, coordination with SA5 when needed.
Note: Specify new UE measurements when needed if any.
Note: Specify MDT procedure enhancements when needed if any.

In the following we will analyze the current status of the normative work and propose a way forward for Rel-19.
[bookmark: _Ref178064866]2	Discussion
2.1	Rel-18 status of AI/ML in NG-RAN 

In Rel-18 normative work in AI/ML was initiated. The three use cases identified in the SI phase have been individually analyzed, namely the Network Energy Saving, the Mobility Optimization, and the Load Balancing use cases. Till now considerable progress has been achieved, where procedures for AI/ML support have been defined. 
Despite the good progress achieved and the positive projection of work till the end of Release 18, we believe that some aspects of the use cases under discussions will remain unaddressed. At the same time, there might be new areas of focus for AI/ML support in NG-RAN. Based on the work done so far, we identify a way forward and specifically what we consider to be useful to study and consequently specify in the course of Rel-19.
2.2 Network Energy Saving open issues

Despite a discussion is ongoing in RAN3 concerning the metrics to be exchanged and procedures to be specified in support of the Network Energy Saving use case, there might be areas where RAN3 will not be able to converge within Release 18.
One of such areas consists of the use of inferred values of the Energy Cost metric. 
The Energy Cost metric represents the energy consumption at an NG-RAN node (gNB/eNB). RAN3 is currently discussing whether an NG-RAN node, which is the source of a potential traffic offload towards a different NG-RAN node, should signal to the target node a description of an “additional load” and a request to provide an estimation of the Energy Cost assuming that such additional load will be offloaded to a target cell of the target NG-RAN node.
However, discussions on how to define “additional load” or whether the inferred Energy Cost corresponds to the additional load did not so far converge. 
There is a likelihood that RAN3 will not be able to converge on these aspects, in which case support for the Network Energy Saving use case will be limited to the collection of actual measurements of the Energy Cost, based on which a source NG-RAN node may predict the “cost” in terms of energy at a target NG-RAN node for offloading a given amount of traffic. Still, such techniques are limited because the node inferring the Energy Cost is not the node that will eventually serve the offloaded traffic. Only the offloading target NG-RAN node would be able to accurately determine how much energy it will cost to serve such traffic. 
[bookmark: _Hlk133577096]Hence, one topic we see for further discussion in Rel-19 concerns how to enable inference of an Energy Cost due to a potential offloading action. Such work would also involve the definition of “additional load” and the establishment of the procedures needed to request and receive the inferred Energy Cost.
In case RAN3 is not able to converge within the course of Rel-18, study and define mechanisms to support inference of an Energy Cost due to a potential offloading action, including the definition of “additional load” and of the procedures needed to request and receive the inferred Energy Cost.
Another topic related to the Network Energy Saving use case consists of collection of information reflecting the UE performance, following actions such as cell deactivations.
RAN3 has so far investigated how to collect metrics reflecting the UE performance after a UE is handed over to a target NG-RAN node. The framework considered is where the mobility action is the result of AI/ML generated inference, hence the UE performance at the mobility target node may be used as a form of “reward” based on which inference can be optimized (e.g., as the result of model retraining).
However, there are use cases where the UE performance is not necessarily related to a mobility action. 
As an example, if a cell is deactivated as the consequence of an AI/ML triggered energy saving decision, the UEs served by the deactivated cell will be offloaded to overlapping neighboring cells. Such offload will increase resource utilization in the neighboring cells, potentially impacting the performance with which UEs already served by the neighboring cells are handled.
There might therefore be the need to collect UE performance metrics for UEs already served at cells neighboring a deactivated cell, which may be affected by the offloading actions carried out to be able to deactivate the cell.
Similarly, the Network Energy Saving use case may be expanded to also take into account not only the network energy consumption but also the UE energy consumption. Namely, it would be useful to obtain not only the UE Performance Feedback from a UE, but also the energy consumption at the UE, so to use such metric as a “reward” to optimize the process of inference. The result of such optimization could be AI/ML based decisions that would not only improve network energy consumption but also UE energy consumption.
In general, these approaches proposed above could be part of an extended Network Energy Saving use case, where feedback is collected from UEs served in areas of neighboring cells subject to energy saving actions (e.g., cells that have been deactivated) and where such feedback may also include UE energy consumption.
Support AI/ML for an extended Network Energy Saving use case where feedback is collected from UEs served in areas of neighboring cells subject to energy saving actions (e.g., cells that have been deactivated) and where such feedback may also include UE energy consumption
2.3 Event based reporting open issues

Another discussion that is ongoing in RAN3 concerns the metrics to be exchanged and procedures to be specified in support of event triggered reporting. Despite the effort and the ongoing discussions there might be areas where RAN3 will not be able to converge within Release 18. One of such areas is the threshold-based event reporting. 
Periodic reporting and one time reporting are supported as part of Rel-18. Periodic reporting is a tool to collect data that is simple and enables collecting large amounts of data. However, it is not the most efficient approach for data collection. It lacks the flexibility one needs to selectively obtain the data when needed. For instance, an ML model might have a poor performance for a certain range of inputs due to insufficient training data for that value region, e.g., if the ML model that predicts energy consumption was not trained with enough data for the case where the node’s resource utilization is high, it will not be able to accurately predict the energy consumption for such scenarios. Collecting data specifically for that range of inputs would be important in order to retrain the model and improve the model performance while minimizing data ingestion. 
To facilitate that, we propose to extend the event-based reporting to support measurement-centric events based on threshold conditions to trigger data collection. Such events are easy to define and also enable efficient collection of data by avoiding unnecessary data exchange. It can also reduce the processing and storing requirements of the node by allowing selective retrieval of information that is needed for AI/ML model optimization. This is because the data collected is filtered according to the fulfilment conditions of the defined events and therefore, this approach optimizes the resources needed to transfer and process such data. 
To enable threshold-based event reporting, a similar approach as the one used in 5G NR Measurement events can be considered. Following the general principles used in 5G NR Measurement events, a node can obtain relevant information to support AI/ML in NG-RAN from another node by configuring the latter with a threshold-based condition to trigger AI/ML data reporting. For example, a neighboring node can be configured to initiate data reporting for certain metrics, e.g., energy consumption cost, when the observed metric during a certain time interval exceeds or is below a certain threshold defined in the event configuration. 
In case RAN3 is not able to converge within the course of Rel-18, study and define mechanisms to support threshold-based conditions to trigger AI/ML data reporting.
2.3 Dynamic cell shaping

Cell shaping is in its simplest form the beamforming of cell defining reference signals and channels, e.g., SSB that define the cell, and it can capture slowly varying traffic patterns. There can be different levels of cell shaping: 
· Manual cell shaping – operator can manually set cell shapes 
· Automatic semi-static – an algorithm sets (or recommends) cell shapes 
· Automatic dynamic – an algorithm continuously adjusts cell shapes to follow traffic variations

Cell shaping can improve system performance by ensuring system coverage and minimizing system interference. Cell shaping can be particularly useful in the cases of:
· deployment of a new node (densification)  
· when splitting a cell (sectorizing a cell)
· challenging or non-homogenous UE distribution (e.g., hotspot on cell-edge)

Cell shaping can improve link quality by reallocating UEs resulting in coverage improvements. Coverage holes can be removed by tailoring the SSB and broadcasted control information to where UEs are located. Cell shape changes enable improved cell selection and load balancing resulting in reduced load in heavily loaded cells (or layers) by moving users from overloaded to less loaded cells to improve the network resource utilization. This results also in improved throughput.
The cells match the user distribution, are better isolated thus reducing inter-cell interference and improving capacity.
[bookmark: _Toc133579987]Cell shaping can improve coverage and it can give more precise cell shapes matching the user distribution thus reducing inter-cell interference and improving capacity and load balancing.
In Rel-17, work on Coverage and Capacity Optimization (CCO) was completed, where signaling mechanisms between RAN nodes were defined to highlight coverage and capacity issues for affected cells and/or SSB beams and where the gNB-DU can take actions to address the issues by modifying the coverage provided by cells or SSB beams (e.g., cell shaping, cell splitting and cell merging). However, the work carried out for CCO does not take into account the UE performance, which is one of the most important factors CCO tries to optimize.
The effects of dynamic cell shaping are similar to those of Coverage and Capacity optimization, but achieved in a more dynamic and reactive way. It is therefore plausible to assume that cell shaping is very useful for coverage and capacity improvement and inter-cell interference reduction. Manual configuration is quite challenging though. It requires to find the optimum balance between coverage, capacity, and quality/interference for every cell in the network taking under consideration every time the effect this change has on the neighboring cells. Furthermore, we should not forget that the network and traffic conditions change dynamically over time. Based upon that, it seems that manually setting and updating of cell shapes is a daunting task that would require a lot of human resources.
[bookmark: _Toc133579988]Manual cell shaping is a daunting task that would require a lot of human resources.
We also see that one essential piece of information needed to optimize the process of cell shaping is feedback on UE performance after cell shaping actions are taken. Indeed, the benefits of cell shaping would be questionable if they resulted in a drop of UE performance.
[bookmark: _Toc133579989]To optimize cell shaping processes, information on the UE performance after cell shaping actions is needed.
[bookmark: _Hlk132701347]AI/ML is the perfect candidate to offer an automated solution for setting and updating cell shapes taking under consideration neighboring cells, the overall network and traffic conditions and UE performance. Based on the above we propose to study and, if beneficial, specify support for AI/ML based cell shaping.
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[bookmark: _Toc347823621][bookmark: _Toc347824073][bookmark: _Toc347824246][bookmark: _Toc112169052]Proposal 4	Study and, if beneficial, specify support for AI/ML based cell shaping.
	4/4	
Conclusion
In the previous sections we have analyzed the current status of the Rel-18 WI on AI/ML for NG-RAN and based on that we discussed topics for Release 19. We noted that in the Network Energy Saving use case there are open issues that should be tackled and answered. The same we noted about the event-based reporting, where there is still work to be done in order to have a complete solution that enables efficient collection of data by avoiding unnecessary data exchange. Apart from the already discussed use cases we investigated dynamic cell shaping and made the following observations: 
Observation 1	Cell shaping can improve coverage and it can give more precise cell shapes matching the user distribution thus reducing inter-cell interference and improving capacity and load balancing.
Observation 2	Manual cell shaping is a daunting task that would require a lot of human resources.
Observation 3	To optimize cell shaping processes, information on the UE performance after cell shaping actions is needed.

Based on the discussion in the previous sections we propose the following:
1. In case RAN3 is not able to converge within the course of Rel-18, study and define mechanisms to support inference of an Energy Cost due to a potential offloading action, including the definition of “additional load” and of the procedures needed to request and receive the inferred Energy Cost.
Support AI/ML for an extended Network Energy Saving use case where feedback is collected from UEs served in areas of neighboring cells subject to energy saving actions (e.g., cells that have been deactivated) and where such feedback may also include UE energy consumption
In case RAN3 is not able to converge within the course of Rel-18, study and define mechanisms to support threshold-based conditions to trigger AI/ML data reporting.
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Proposal 4	Study and, if beneficial, specify support for AI/ML based cell shaping.
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