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1. Introduction
This pCR proivides the overall evaluation of the KI#3.
2. Reason for Change
The overall evaluation of the KI#3 is required to complete the evaluation stage.
3. Conclusions
This pCR proposes the overall evaluation of the KI#3.
4. Proposal
It is proposed to agree the following changes to 3GPP 23.700-82 V0.4.0.


* * * First Change * * * *
11.X3	Key issue#3: Support for federated learning
The open issues studied in the Key Issue#3 are as follows:
1. How to support federated learning at application enablement layers?
2. Identify procedures for supporting FL at the application enablement layer, including FL entity discovery, registration, communication, reporting.
3. Whether and how to support the data collection and preparation for FL in the application enablement layer?
4. Whether and how to support the management of FL groups (e.g., how to create and manage a group of FL members) during FL operations (e.g., training)? 
5. Whether and how to support the application server for the distribution of the model information to the FL members/FL clients/ML clients for model training, considering the dynamically changing potential FL members/FL clients/ML clients for model training?
This clause provides an overall evaluation of the key issue #3. The solutions #2, #3, #6, #7, #8, #9, #13, #16, #17, #21, #22, #24, #25, and #26 cover different aspects for the open issue in the KI#3.
Solution#13, #17, and #22 address different aspects of the open issue 1. Solution#13 introduces the generic procedure on interaction of the AIMLE Server with ADAES and NEF for analytics and assistance information to support FL member (re)selection. Solution#17 proposes to enable the VAL layer to offload processing and/or monitoring of AIML operations to the AIML Enablement layer. Solution#22 provides the generic procedure for HFL training process. Solutions#13 and #22 can be considered as candidate for normative work. Solution#17 can be considered as candidate for normative work with necessary update for detail AIML task (e.g. HFL training in Solution#22).
Solution#2, #3, #6, #7, #8, and #9 address the open issue 2. Solution#6 introduces procedure for FL member selection, Solution#7 provides procedure for FL member discovery, and the procedure given in Solution#2 can be used for FL member discovery and selection. Solution#3 introduces ML client configuration provisioning and authorization. Both Solution#8 and #9 introduce produce for FL member registration. Therefore, Solutions#2, #6, and #7 can be merged for FL member discovery and selection, the solution after merging can be considered as candidate for normative work. Solution#3 can be considered as candidate for normative work after necessary update. Solutions#8 and #9 can be merged for FL member registration, the solution after merging can be considered as candidate for normative work.
Solution#21 addresses the open issue 3 by introducing procedure for supporting AIML data management, including data collection, data preparation, and exploratory data analysis. Solution#21 will be further evaluated in the normative work.
Solutions#16 and #26 address different aspects of the open issue 4. Solution#16 introduces procedure to enable a consumer to subscribe for AI/ML model related events and get notifications on changes on the availability of the FL members which are to be used for ML model training. Solution#26 introduces the capability to support FL member grouping. Solutions#16 and #26 can be considered as candidate for normative work.
Solutions#24 and #25 address the open issue 5 by introducing procedure for ML model distribution without and with considering ML model update, respectively. The two solutions can be considered to merge for covering both the two situations. Therefore, Solutions#24 and #25 can be merged for ML model distribution, the solution after merging can be considered as candidate for normative work.

*** End of Changes ***
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