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***1st change***

## 4a.0 ML model lifecycle

AI/ML techniques are widely used in 5GS (including 5GC, NG-RAN, and management system), the generic AI/ML operational workflow in the lifecycle of an ML model is depicted in Figure 4a.0-1.



Figure 4a.0-1: ML model lifecycle

The ML model lifecyle includes training, emulation, deployment, and inference. These steps are briefly described below:

**- ML model training:** training, including initial training and re-training of an ML model or a group of ML models. It also includes validation of the ML entity to evaluate the performance when the ML entity performs on the training data and validation data. If the validation result does not meet the expectations (e.g., the variance is not acceptable), the ML model associated with that entity needs to be re-trained.

**- ML model testing:** testing of a validated ML entity to evaluate the performance of the trained ML model when it performs on testing data. If the testing result meets the expectations, the ML entity may proceed to the next step.

**- AI/ML inference emulation:** running an ML entity for inference in an emulation environment. The purpose is to evaluate the inference performance of the ML entity in the emulation environment prior to applying it to the target network or system.

NOTE: The AI/ML inference emulation is considered optional and can be skipped in the AI/ML operational workflow.

**- ML model deployment:** ML deployment includes the ML model loading process (a.k.a. a sequence of atomic actions) to make a trained ML model available for use at the target AI/ML inference function.

ML deployment step may not be needed in some cases, for example when the training function and inference function are co-located.

- **AI/ML inference:** performing inference using a trained ML entity by the AI/ML inference function. The AI/ML inference may also trigger model re-training or update based on e.g., performance monitoring and evaluation.

***2nd change***

## 6.1 ML model lifecycle management capabilities

Each operational step in the ML model lifecycle (see clause 4a.0.1) is supported by one or more AI/ML management capabilities as depicted below.

**Management capabilities for ML training**

**- ML model training management**: allowing the MnS consumer to request the ML training, consume and control the producer-initiated training, and manage the ML training/re-training process. The training management capability may include training performance management and setting a policy for the producer-initiated ML training.

ML training capability also includes validation to evaluate the performance of the ML entity when performing on the validation data, and to identify the variance of the performance on the training and validation data. If the variance is not acceptable, the ML entity would need to be re-trained before being made available for the next step in the operational workflow (e.g., ML entity testing).

**Management capabilities for ML testing**

**- ML model testing management**: allowing the MnS consumer to request the ML entity testing, and to receive the testing results for a trained ML entity. It may also include capabilities for selecting the specific performance metrics to be used or reported by the ML testing function. MnS consumer may also be allowed to trigger ML re-training based on the ML entity testing performance results.

**Management capabilities for AI/ML inference emulation:**

* **AI/ML inference emulation:** a capability allowing an MnS consumer to request an AI/ML inference emulation for a specific ML entity or entities (after the training, validation, and testing) to evaluate the inference performance in an emulation environment prior to applying it to the target network or system.

**Management capabilities for ML deployment:**

**- ML entity loading management**: allowing the MnS consumer to trigger, control and/or monitor the ML entity loading process.

**Management capabilities for AI/ML inference:**

**- AI/ML inference management:** allowing an MnS consumer to control the inference, i.e., activate/deactivate the inference function and/or ML entity/entities, configure the allowed ranges of the inference output parameters. The capabilities also allow the MnS consumer to monitor and evaluate the inference performance and when needed trigger an update of an ML entity or an AI/ML inference function.

The use cases and corresponding requirements for AI/ML management capabilities are specified in the following clauses.

***3rd change***

6.3 AI/ML inference emulation

6.3.1 Description

Before the ML entity is applied in the production network, the MnS inference consumer may want to receive results of inference in one or more environments that emulate (to different extents) the expected inference characteristics, in a process that may be termed as inference emulation. The inference emulation enables this.

6.3.2 Use cases

6.3.2.1 AI/ML inference emulation

After the ML entity is validated and tested during development, the MnS consumer may wish to receive information from an inference emulation process that indicates if the ML entity or the associated ML inference function is working correctly under certain runtime context.

The management system should have the capabilities enabling an MnS consumer:

- request an inference emulation function to provide emulation reports; and

- to receive the results from running inference through an AI/ML inference emulation environment available at the emulation MnS producer.

6.3.3 Requirements for Managing AI/ML inference emulation

**Table 6.3.3-1**

| **Requirement label** | **Description** | **Related use case(s)** |
| --- | --- | --- |
| **REQ-AI/ML\_EMUL-1:** | The MnS producer for AI/ML inference emulation should have a capability enabling an authorized MnS consumer to receive reporting about the ML inference emulation.  | AI/ML Inference emulation (clause 6.3.2.1) |
| **REQ-AI/ML\_EMUL-2:** | The MnS producer for AI/ML inference emulation should have a capability enabling an authorized MnS consumer to request an inference emulation function to provide inference emulation reports on an ML entity or inference Function. | AI/ML Inference emulation (clause 6.3.2.1) |

***4th change***

7.3a.2 Information model definitions for AI/ML inference emulation

7.3a.2.1 Class diagram

7.3a.2.1.1 Relationships



**Figure 7.3a.2.1.1-1: NRM fragment for AI/ML inference emulation Control**

7.3a.2.1.2 Inheritance



Figure 7.3a.2.1.2-1: AI/ML inference emulation Inheritance Relations

***End of changes***