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1
Decision/action requested

The group is asked to discuss and approve.
2
References

3
Rationale

This contribution proposes to add a new use case on data streaming for cloud native network functions.
4
Detailed proposal

It proposes to make the following changes to TR 28.869 [1].

	1st Change


Annex <X>: Example implementations using management data streaming solution based on message bus protocol
Figures A.X-1 below illustrates an example implementation using the potential solution for data streaming based on message bus. A NF directly produce data into the message broker and a MnF in the management system consume data from the message broker. The MnF can request e.g. creation of the PM or trace jobs in the NF, subscribe to PM metrics as well as convey message broker end-point information using the management data job control interface.

In service view, as illustrated in figure A.X-2, the MnS producer implemented in the NF produces management data to the MnS consumer implemented in the MnF via message bus communication. The MnS consumer uses the services exposed from the MnS producer to configure the PM and trace jobs, subscribe to data, and convey the end-point information to the MnS producer. 
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Figure A.X-1 Implementation example 1, NF produce data to MnF directly via message broker.
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Figure A.X-2 Service involved in implementation example 1.
Annex <X>: Parallel streaming, scaling and resiliency aspects of using management data streaming solution based on message bus
The figure A.X-1 below illustrates an example implementation using the potential solution for management data streaming based on message bus for scenarios require parallel data streaming from NFs with dynamic scaling and resiliency. As shown in figure A.X-1, the component workload instance of the NFs produce data in parallel to the message broker. The number of parallel instances and streaming connections with the message broker can scale in and out dynamically depending on the real-time demand. Furthermore, multiple parallel message broker instances can exist with parallel connections with the NFs and MnFs to scale up the transport capacity beyond a single message broker instance is able to provide. Furthermore, the message broker instances and connections can be duplicated to provide fault protection to the system, i.e. resiliency. The capability for automatic handling of dynamic scaling and resiliency can be provided along with the message broker middleware implementation. This example can be applied to any cloud deployment scenarios, e.g. at either edge, regional or central cloud. 
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Figure A.X-1 parallel data streaming based scenario 1.
