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1
Decision/action requested

The group is asked to discuss and approve.
2
References

3
Rationale

This contribution proposes to add a new use case on data streaming for cloud native network functions.
4
Detailed proposal

It proposes to make the following changes to TR 28.869 [1].

	1st Change


Annex <X>:
The figures from A.X-1 to A.X-3 below illustrate three different example implementation scenarios based on the potential solution proposed, for data streaming for cloudified network function. In scenario 1, figure A.X-1, NF directly produce data into message bus and MnF retrieves data from message bus (solution set A). In scenario 2, Figure A.X-3, MnF collect data directly from NF via HTTP (solution set B). In scenario 3, figure A.X-2, there is a data scraper collects and aggregates data from NF via HTTP first before making the data available to message bus for MnF to consume (combination of solution set A and B).  Any implementation scenario is allowed using different combinations of the solution set A and B to meet the various requirements of different deployment scenarios of the cloud-native applications which are explained further below. 
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Figure A.X-1 Example implementation scenario 1, NF stream data to MnF directly via message bus (solution set A only)
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Figure A.X-2 Example implementation scenario 2, NF stream data to MnF directly via HTTP (solution set B only).
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Figure A.X-3 Example implementation scenario 3, scraper collect and aggregate the data first via HTTP before producing it to message bus (solution set A and B).

The figure A.X-4 below illustrates another implementation example based on scenario 1 above, using the solution set A for scenarios require parallel data streaming from NFs with transport scaling and resiliency. As shown in figure A.X-4, the containerized workloads of NFs produce data in parallel to a message bus while the containerized workloads of a management function consume the data in parallel from the message bus. The number of parallel workload instances and streaming connections with the message bus may scale in and out dynamically depending on the real-time demand. Furthermore, multiple parallel message bus workload instances may exist which duplicate the connections with MnS procedures and consumers to scale up the transport capacity or provide transport resiliency. The capability for automatic handling of the dynamic scaling, load balancing and resiliency may be provided by along with the message bus implementation. This example may be applied to any deployment scenarios, e.g. at either edge, regional or central cloud. 
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Figure A.X-4 parallel data streaming based scenario 1.
The figure A.X-5 below illustrates another implementation example based on scenario 3 above, using a combination of solution set A and set B. In this case, the data scrapers collect and aggregate the data first before making the data available to the message bus for consuming by the MnF. At certain scrapping interval, a data scrapper collects the performance metrics data from the workloads of single or multiple NFs and aggregates it as per a configured aggregation time interval. At the expiry of the aggregation time interval, the data scrapper delivers the aggregated data to the message bus. This example implementation may be applied to any deployment scenarios with some examples shown in figure A.X.5. In example 1, the HTTP based data streaming (solution set A) is used between edge cloud and central cloud, and the message bus based data streaming (solution set B) is used only within central cloud. In example 2, the HTTP based data streaming is used only within edge cloud and the message bus based data streaming is used between edge cloud and central cloud. 
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Figure A.X-5 parallel data streaming based on scenario 3.
A message sequency diagram showing more implementation details related to implementation scenario 3 involving all function entities is shown in figure A.X-6 for information. 

[image: image6.png]Performance Assurance
MnS producer(s)

Message

broker MnS Consumer

Management
System

Data
scraper

‘ Performance Assurance

_ Topics creation at the message broker by the management system _

1 Creation of topics request (e.g., PM, Analytics)

-

2 Creation of topics respanse ;

Configuration of the data scrapper by the management system

3 Configuration of the data scrapper request |
e P e R e s >

This info may include: |
PM MnS producers’ details (e.g. PM end-point), !
scrapping interval, performance metrics to topic config, |
aggregation time intenval for remote wrting to a given |
topic in the message broker. '

4 Configuration of the data scrapper response |
I T T (o8 SRR e

Performance metrics jobs creation - -

] ]
! Pl jols creation and response

Topics subscription by the MnS Consumer

5 Subscribes to PM topic

6 Topic subscription response

Performance metrics collection

[Tloop ) Tevery scraping imerval

|7 scraps_performance metrics ]
e e —

Publishing of performance metrics to the message broker

[Tloop ) Tevery sguregation tme mtervall

| 8 aggregates received performance metrics

| 9 remote-writss to specific topic

_ _ Performance metrics jobs deletion
:

| PM jobs deletion and response |

Topics unsubscription by the MnS Consumer L
| 11 Unsubscribe flom PM topic

\ |12 PM topic unsubscription response
| R SRS R >

Management Data Performance Assurance || | Message Performance Assurance
System scraper MRS producer(s) broker MnS Consumer





Figure A.X-6 example message sequence diagram showing more implementation details in scenario 3.
