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1
Decision/action requested

The group is asked to discuss and approval.
2
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3
Rationale

Addressing the challenge of reducing energy consumption and improving energy efficiency is an important step towards the development of sustainable networks. AI/ML has opened new avenues for sustainable network development, offering support for decision-making processes that favour energy saving within the network.

AI/ML techniques are utilized to learn the network states and provide recommendations on optimal network energy-saving actions based on the knowledge acquired. However, it’s important to note that the use of AI/ML also implies energy consumption, which is especially significant for complex ML models. 
As AI/ML is becoming ubiquitous capability of the network utilized in all domains, periodic retraining of the models will be necessary to maintain satisfactory performance levels. Therefore, it is essential to address the impact of AI/ML on energy consumption and to determine how to manage AI/ML in the most energy-efficient manner.

The integration of sustainable AI/ML operations within 5G networks represents a forward-looking approach to addressing the environmental challenges associated with the rapidly expanding use of AI technologies in telecommunications. Numerous factors influence the energy consumption and efficiency of AI/ML models and tasks. 

This contribution will focus on the energy saving in ML model Training step. 
This contribution is related to WT-5 of the FS_AIML_MGT_Ph2 SID [2], which is to investigate the sustainability aspect of AI/ML. 
4
Detailed proposal

	Start of modification


5.X 
Sustainable AI/ML
5.X.1 
Description 

Sustainable AI/ML aims to reduce energy usage in the ML model training step. It is important to investigate effective methods for evaluating AI/ML energy consumption and efficiency for ML model training which will aid in decreasing energy consumption, enhancing energy efficiency, and promoting sustainable development of AI/ML in 5G systems.
5.X.2
Use cases

5.X.2.1         AI/ML energy consumption/efficiency evaluation and reporting for ML model training
AI/ML energy consumption/efficiency is a significant concern, especially as ML models become more complex and data-intensive. The ML model training is typically the most energy-intensive part since it involves processing large datasets and performing numerous calculations to adjust the ML model parameters. 

The MnS consumer may have concern on the energy consumption/efficiency in ML model training step and the MnS Producer should report the related information. 
For example, 

the MnS Consumer may ask the MnS Producer to report the energy consumption/efficiency of training each ML model. 
· To satisfy such request from the MnS consumer, 
· 

· 


AI/ML energy consumption/efficiency indicators/metrics in training step should be introduced for ML model training.






5.X.3 
Potential requirements



REQ-Energy_MGT-01: The AI/ML MnS producer should have a capability to allow an authorized consumer to report  energy consumption/efficiency indicators/metrics of ML model training. 
REQ-Energy_MGT-02: The AI/ML MnS Producer should have a capability to allow an authorized MnS consumer to report energy consumption/efficiency related information (e.g., communication resource, computing resource, model complexity) after ML model training.









· 
· 
	 End of modifications


