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***1st change***

# 3 Definitions of terms, symbols and abbreviations

## 3.1 Terms

For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

**ML model:** a manageable representation of an ML model algorithm.

NOTE 1: an ML model algorithm is a mathematical algorithm which is trained using a suitable set of training data.

NOTE 2: an ML model algorithm is a mathematical algorithm through which running a set of input data can generate a set of inference output.

NOTE 3: ML Model may be associated with Metadata in an ML model package. Metadata may include e.g. information related to the trained model, and applicable runtime context.

NOTE 4: algorithm is proprietary and not in the scope for standardization and therefore not treated in this specification.

**ML model training:** a process performed by an ML training function to take training data, run it through an ML model algorithm, derive the associated loss and adjust the parameterization of that ML model iteratively based on the computed loss and generate the trained ML model.

**ML model initial training:** a process of training of an initial version of an ML model.

**ML model re-training:** a process of training a previous version of ML model and generating a new version.

NOTE 5: a new version of a trained ML model supports the same type of inference as the previous version of the ML model, i.e., the data type of inference input and data type of inference output remain unchanged between the two versions of the ML model, but parameter values might be different for the re-trained model.

**ML model joint training:** the process of training a group of ML models.

**ML training function**: a logical function with ML model training capabilities.

**ML testing:** the process of testing an ML model using testing data.

**ML testing function**: a logical function with ML model testing capabilities.

**AI/ML inference:** a process of running a set of input data through a trained ML model to produce set of output data, such as predictions.

NOTE 6: the inference represents the process to realize the AI capabilities by utilizing a trained ML model and some other components if needed, hence the AI/ML prefix is used when referring to inference as compared to training and testing.

**AI/ML inference function**: a logical function that employs trained ML model(s) to conduct inference.

**AI/ML inference emulation**: running the inference process of an ML model in an emulation environment to evaluate performance, debug, test, and optimize the model before deployment into the real-world production scenarios.

**ML model deployment:** a process of making a trained ML model available for use at the target inference function.

***End of changes***