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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1]

SP-231780 " New SID: Study on AI/ML management - phase 2".

3
Rationale

Amongst other study objectives in [1], WT-4 addresses the issue about the enhancement of the management and operation capabilities to support the federated learning: 

“

· WT-4. 
Study the AI/ML management and operation capabilities to support different types of AI/ML technologies as needed to support the AI/ML in 5GS, such as Federated Learning, Reinforcement Learning, Online and Offline training, Distributed Learning, and Generative AI.
”

Therefore, this contribution proposes to add the use case and requirements on federated learning management. 
4
Detailed proposal

Start of First change
5.x.1


Federated Learning Management

5.x.1.1

Description
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Figure 5.x.1.1-1: Federated Learning (FL) Architecture
Federated learning aims at training an ML model, on multiple local datasets contained in local nodes, i.e. FL clients, without explicitly exchanging data samples. The general principle consists the following steps. First, FL clients train local ML models on local data samples. After local ML training, FL clients repot their local ML models to the FL server. Then the FL server aggregates the local ML models to produce a global ML model and delivery this global ML model to the FL clients (the local ML model reporting and global ML model delivering is realized by ML model transfer). FL clients keep ML training based on the updated global ML model.
In 5G system, the deployment scenario for FL can be as follows:
Deployment scenario 1:

In 3GPP management domain, federated learning function can be located in the RAN domain management function. The RAN domain management function could act as a FL server, where gNB can act as a FL client. In this case, for managing the FL training, needs allow the RAN domain MnS consumer to request the FL training, control the producer-initiated FL training, and manage its process.
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Figure 5.x.1.1-2: Federated Learning (FL) is located in RAN management function
Deployment scenario 2:

Federated Learning function can be located in the Cross-domain management function and RAN domain management function. The RAN domain management function could act as a FL client, where Cross-domain management function acts as a FL server. In this case, for managing the FL training, needs allow the RAN domain MnS consumer to request and control the FL training, and manage its process.
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Figure 5.x.1.2-2: Federated Learning (FL) is located in cross-domain management function and RAN domain management function
5.x.1.2

Use Cases
5.x.1.2.1
Management of the FL client selection in Federated Learning
Federated Learning training allows multiple ML training functions to collaboratively train an ML model on local datasets, it means that the local training of each FL client needs to start and complete almost at the same time to ensure the performance of ML model aggregation performing in FL server. 
For managing the FL collaborative relationship, the FL MnS producer needs allow consumer to request FL with configuring the FL availability time requirement (e.g. time duration for the FL process) for selecting the FL Client which is available in the required time for training ML local Model. 
· For deployment scenario 1: after receiving a FL availability time requirement, the FL MnS Producer should evaluate whether FL clients (e.g. gNBs) can be selected to perform FL local model training according to the training requirements provided by the FL MnS consumer.
· For deployment scenario 2: after receiving a FL availability time requirement, the FL MnS Producer acting as a FL client perform FL local model training.  For the local model training of FL client which cannot met the requirements, a notification with the FL local model training status (e.g. completion status, time span) to FL MnS consumer should be provided.
5.x.1.3


Potential requirements
REQ-FL_MGMT-01: In RAN domain, the FL MnS producer should have a capability allowing an authorized MnS consumer to provide FL availability time requirement to the ML training function acting as an FL client.

REQ-FL_MGMT-02: In RAN domain, the FL MnS producer should have a capability report the FL status to MnS consumer.
5.x.1.4 


Possible solutions

TBD
End of First change
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