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1	Introduction
During SA4 AH Telco on Rel-19, New Study Item on “Study on Beyond 2D Video” was agreed in S4-240525 and afterwards approved in by SA#103 in SP-240479.
The objective of this study item are are as follows:
1.	Identify and document beyond 2D formats, that are market-relevant within the next few years, generated from established and emerging capturing systems (including cameras for spatial video capturing), contribution, and usable on display technologies (smartphones, VR HMDs, AR glasses, autostereoscopic and multiscopic displays).
2.	Establish and document a set of beyond 2D video end-to-end reference scenarios, including real-time communication, streaming services, split rendering, and messaging and corresponding workflows (capturing, encoding, packaging, delivery, decoding, rendering, including general constraints on latency, as well as complexity) to support 3GPP network related delivery and devices leveraging the generation or display technologies. This includes identifying and defining relevant beyond 2D formats in the context of above workflows, and representation technologies to support delivery of these formats within 3GPP networks. 
3.	Prioritize the scenarios and the associated formats based on market relevance for further evaluation.
4.	Define concrete evaluation framework per scenario (test conditions, KPIs, Metrics, test sequences, agreed reference signals) based on the above prioritized reference scenarios, and evaluate the feasibility and performance of existing 3GPP codecs as well as potentially new codecs to support the scenarios.
5.	Based on the findings in steps 1, 2, and 4 document (i) interoperability requirements, (ii) traffic characteristics and (iii) potential QoS optimizations or requirements, to support the above workflows and evaluate the feasibility of new formats with different services, considering the implementation constraints and performance indicators such as encoding, decoding, and rendering complexity, bandwidth utilization, and interoperability considerations.
6.	Based on the findings in steps 1, 2, 4 and 5, identify potential gaps or deficiencies of existing 3GPP codecs, and offer recommendations to potentially extend 3GPP video specifications and capabilities.
7. Identify potential areas for normative work as the next phase and communicate with other 3GPP WGs regarding relevant aspects related to the study to the extent needed.



2	Collected Scenarios
For the B2D study and based on the reference model, we consider the following scenarios as good candidates to be further detailed.
Messaging (aligned with consideration in TR 26.955, Scenario 4): A UE generates B2D video content in real-time and shares the media content with one or several UEs with B2D capabilities. The scenario reflects what is presented in TS 26.143. The following high-level constraints apply 
· [bookmark: _GoBack]B2D content can be captured on existing or emerging devices
· Real-time B2D video encoding on typical mobile device is possible
· Encoding latency constraints relaxed
· Uploading of the formats through 5G network is possible
· Media can be packaged into a messaging format
Streaming (aligned with consideration in TR 26.955, Scenario 1 and 2): A content provider offers content to an MNO in a well-defined contribution format and the MNO transcode the B2D video to stream this to several or many UEs. In an alternative the encoding may also be done externally of the MNO network and the encoded content is ingest into the 3GPP network. The workflow is aligned with 5G Media Streaming as defined in TS 26.501 and TS26.512. The following high-level constraints apply
· Cloud encoding, real time encoding for live, and possibly offline for VOD content
· Encoding latency constraints relaxed
· Media can be packaged into a streaming formats, in particular CMAF/DASH/HLS
· Random Access and switching bitrates is needed (IDR frames/RAP)
· Content can originate from different sources, for example may be user generated, may be produced by game engines, or may be professionally produced.
· Well defined source formats exist that can be described in manifests
UE-to-UE Communication (No matching scenario on TR 26.955): A UE to UE communication between two B2D UEs to permit improved user experiences. The workflow is aligned with Real-time Communication as defined in TS 26.506, TS 26.113 and TS 26.114.
· Typically content is addressing a communication scenario, for example heads.
· Real-time encoding on typical mobile device is possible.
· Latency constraints stringent to meet communication latency requirements
· Uplink and downlink provide sufficient bitrates over 5G network
· Media can be packaged into a communication formats, in particular RTP
· Expected criteria from above
Other types of communication (No matching scenario on TR 26.955): TBD
Online Gaming/Split Rendering (aligned with consideration in TR 26.955, Scenario 5): A B2D UE uses a cloud rendering/game engine to produce B2D formats to provide improved experiences. In case the user interacts with the content (body pose and game interaction), the encoding and delivery requirements are such that you need to meet the latency requirements. This workflow is aligned with TR 26.565. The following high-level constraints apply:
· Content generated in game engines
· encoding in cloud/edge servers 
· Latency constraints very stringent
· Media can be packaged into a Split Rendering formats
· Expected criteria from above
The scenarios may be further refined and detailed by addressing details, for example on the B2DV formats to be evaluated.
2.1	Scenario 1: Beyond 2D Messaging and Social Sharing
[bookmark: _Toc55813026][bookmark: _Toc49377037][bookmark: _Toc104459276][bookmark: _Toc41600613]2.1.0	B2D formats of relevance
While it is understood that there is currently no harmonized set of formats for production and or device playback, the attempt towards improved format compatiblity and is the core driver for global standards. 3GPP should definitely contribute to this as we already do for the VOPS case with stereo MV-HEVC.
Note that devices are expected to render B2D formats based on their implementation, i.e. there is no need for interoperability or requirements beyond the decoding and the provisioning of metadata. The issue of rendering and presenting should not be part of the discussion. However, it can be checked how existing devices can render such formats in a beyond 2D experiences and invite interested companies to do so and bring data.
In order to understand the B2D formats, here are some data points
· https://techcrunch.com/2023/12/11/apple-releases-spatial-video-recording-on-iphone-15-pro/
· Spatial Video if 1080p at 30fps
· https://9to5mac.com/2024/01/04/will-the-iphone-16-be-able-to-record-4k-spatial-video/
· Spatial Video with 4K may come
· https://appleinsider.com/articles/24/03/06/capturing-spatial-video-apple-vision-pro-vs-iphone-15-pro
· The spatial video captured is in a square 1:1 format at 2200 pixels by 2200 pixels. It is a near-perfect recreation of the passthrough viewed by the user.
· Some screenshots from video:
[image: A screenshot of a video recording

Description automatically generated]
· https://developer.apple.com/documentation/avfoundation/avoutputsettingspreset/4172596-mvhevc1440x1440
· Once capture stereo on iPhone 15 and offline postprocess to acquire accompanying depth (using ZoeDepth or similar).
· Meta Quest can record spatial video: https://360rumors.com/quest-3-3d-videos/
· After recording, you’ll see that the video or photo will be captured in side by side format, with a square aspect ratio. Photos will also be side by side but they are stretched vertically, and need to be edited to fix that.
· https://deovr.com/blog/84-record-vr-footage-on-the-meta-quest-3
· The Quest 3 features two cameras that deliver full-color passthrough, allowing users to record content in 4K (2k per eye), using the Meta Quest Developer HUB. 
· The Quest 3's passthrough cameras record footage that is flat 120-100 (possibly 90) degrees.

Based on all of the observations, the following baseline formats may be considered:
· Stereo views for left and right eye
· Resolution per eye: 1080x1080, 1440x1440, 2048x2048
· Frame rates: 30, 50, 60 fps
· Chroma format: Y’CbCr (RGB?)
· Chroma subsampling: 4:2:0 (4:4:4)
· Bit depth: 10
· Colour space formats: BT.709, BT.2020
· Transfer characteristics	BT.709, BT.2100 (HDR)

Beyond the basic information, the following information may be available:
· Static metadata:
· Relative position between cameras
· Camera intrinsics
· Line time (per camera)
· Examples: https://github.com/MPEGGroup/FileFormatConformance/tree/m62054_exintrinsics/data/file_features/under_consideration
· Disparity/depth map: 10bit, same resolution as source content, monochrome

A few spatial video sequences are provided here: https://www.zdnet.com/article/download-my-spatial-videos-from-tech-events-and-view-them-on-quest-3-or-vision-pro/. Also here some information is provided on how to capture spatial video: https://www.zdnet.com/article/how-to-capture-spatial-video-with-the-iphone-15-pro-theres-a-trick/
2.1.1	Motivation
In TR 26.955, clause 6.5 introduces messaging and social scenario. It addressed existing standardized and proprietary messaging services. Messaging applications, especially on the upstream, continue to become a critical part of the mobile experience, replacing old style text messaging, and increasingly are video-based. Four of the top 20 applications on the upstream are messaging apps. In another activity, operators are promoting enhanced messaging services based on Rich Communication Services (RCS).
As summarized in TR 26.955, sharing and uploading content as part of social sharing is predominantly pictures and videos that uploaded directly into a cloud and uploaded to one or many social networks, and then discussed (or shared again) over messaging networks. The relevant quality-of-experience factors include the quality of shared content, the time it takes to upload, the costs associated with the upload and also the processing and battery consumption requirements on the device to prepare the content for upload.
In the context of beyond 2D video experiences, existing and emerging capturing systems on mobile devices are used to capture video formats that go beyond regular 2D video formats. The captured scene is recorded and shared with another UE, for example another mobile device with a 2D screen, a mobile device with an Autostereoscopic Display, a VR or MR HMD, or it consumed on AR glass. While sharing may be done by different means (upload and download, stream, communication), the initial focus is on message exchange.
The scenario is shown in the below figure. 
Editor’s Note: Diagram will be aligned with 1064 diagram
On the upper part, two examples of UE camera setup are shown that allow to generate a B2D message on the device. The input the encoder and packager is the result of a proprietary capturing towards a well-defined B2D format. The B2D message is shated with the network that stores B2D messages in a well-defined format. On the lower end, a regular 2D UE may produce content and upload the content to a network server. The server processes the data and produces again a B2D format that can be encoded and packaged to meet a well-defined B2D formats. In yet another scenario, some professional content is produced and exported in a well-defined B2D format, that is then encoded and packaged and also made available as B2D message. 
Any of these messages can then be accessed/downloaded by B2D UEs that can unpack and decode in the included data and provide the B2D formatted content to the proprietary rendering systems.
[image: A computer screen shot of a diagram

Description automatically generated]
From the scenario, the B2D format and the encoding and packaging is expected to meet a few criteria, namely:
· The B2D format can be generated with market-relevant UEs
· The B2D messages can be encoded and packaged with market-relevant UEs
· The B2D messages can be unpacked and decoded on market-relevant UEs
· The B2D formats can provide a B2D experience on market-relevant UEs
· The B2D messages can be delivered via a 5G network in the upload and/or download.

Editor’s Note: On the typical and market-relevant formats, some information from clause 2.3 may be used.
[bookmark: _Toc55813027][bookmark: _Toc41600614][bookmark: _Toc49377038][bookmark: _Toc104459277]2.1.2	Description of the Anticipated Application
In the context of 3GPP services, the Media Messaging Profiles and the architecture and the capabilities in TS 26.143 provides the appropriate context.
Editor’s Note: Architecture and capabilities from TS 26.143 may be added here
The considered scenario is the UE-based generation and consumption of messages and encapsulating into ISO/BMFF container format. Important aspects that are expected to be considered when evaluating a codec in the context of this:
-	Quality and Coding Efficiency:
-	The ability to compress a B2D video sequence targeting the maximum file size and maintaining high quality.
-	The ability to compress 2 or more  B2D streams in real-time to minimize storage requirements and sending latency.
- 	Considered settings for encoding:
-	Regular random access at least every 2 seconds, preferably more often
-	No specific encoding latency constraints are applicable
-	Encoding in this scenario is typically done as
-	Real-time encoding for social sharing
- 	UE-based Encoding
[bookmark: _Toc49377039][bookmark: _Toc104459278][bookmark: _Toc41600615][bookmark: _Toc55813028]2.1.3	B2D Messaging Video Formats
Table 2.1.3-1 provides an overview of typical beyond 2D source signal properties for UE-to-UE messaging. This information is used to select proper test sequences.
Editor’s Note: This is a first draft, details needs to be confirmed.
Table 2.1.3-1 Beyond 2D Source Format Properties for UE-to-UE messaging
	[bookmark: _Toc49377040][bookmark: _Toc41600616][bookmark: _Toc55813029]Source format properties
	Social Sharing

	Number of views
	2

	Spatial resolution for each view
	2160 x 2160, 1440 x 1440, 1080 x 1080

	Chroma format
	Y’CbCr

	Chroma subsampling
	4:2:0

	Picture aspect ratio
	1:1

	Frame rates
	30, 50, 60 Hz 

	Bit depth
	10

	Colour space formats
	BT.709, BT.2020

	Transfer characteristics
	BT.709, BT.2100 (HDR)

	Optional Depth/Disparity

	Spatial Resolution
	Same resolution as view

	Chroma format
	Y’CbCr

	Chroma subsampling
	4:0:0

	Picture aspect ratio
	Same as views

	Frame rates
	Same as views 

	Bit depth
	10

	Format
	tbd


[bookmark: _Toc104459279]2.1.4	Encoding and Decoding Constraints
Table 2.1.4-1 provides an overview of encoding and decoding constraints for H.265/HEVC for UE-to-UE messaging scenario. This information supports the definition of detailed anchor conditions.
Editor’s Note: This is a starting point and additional considerations need to apply.
Table2.1.4-1 Encoding and Decoding Configurations
	[bookmark: _Toc55813030][bookmark: _Toc41600617][bookmark: _Toc49377041]Encoding and Decoding Constraints
	General
	H.265/HEVC

	Relevant Codec and Codec Profile/Levels
	Profile suitable for messaging content, no specific requirements.
Levels to meet the above formats
	H.265/HEVC Main 10 Profile  
Level 4.1, 5.1

	Random access frequency
	1 second and 10 seconds
	1 and 10 seconds

	Bit rates and quality configuration
	Capped-VBR (social sharing) and VBR (messaging)
Fixed QP
	B = {2.5, 5, 7.5,10} Mbps
Capped-VBR (social sharing) and VBR (messaging)
Fixed QP

	Bit rate parameters (CBR, VBR, CAE, HRD parameters)
	Covering a range of relevant bitrates and qualities
	No latency requirements beyond RAP so picture reordering allowed

	Latency requirements and specific encoding settings
	No latency requirements
	No specific requirements


	Encoding complexity context 
	real-time encoding (social sharing), offline encoding (messaging) on mobile device, single path
	
see General

	Required decoding capabilities
	Profile suitable for messaging content, no specific requirements.
Levels to meet the above formats
	Up to x streams of H.265/HEVC Main 10 Profile  
Level 4.1, 5.1


[bookmark: _Toc104459280]2.1.5	Performance Metrics
The following metrics are expected to be reported <tbd>
[bookmark: _Toc49377042][bookmark: _Toc41600618][bookmark: _Toc55813031][bookmark: _Toc104459281]2.1.6	Interoperability Considerations
[bookmark: _Toc41600619][bookmark: _Toc49377043][bookmark: _Toc55813032]Messaging applications require that the content is included in a packaging and file format. 
Editor’s Note: More details on backward-compatibility being a benefit
[bookmark: _Toc104459282]2.1.7	Reference Sequences
[bookmark: _Toc49377044][bookmark: _Toc41600620]Table 2.1.7-1 provides the selected reference sequences for this scenario. Keys are identified to refer to the sequences in the context of the scenario. The sequences are named and a reference to the details of the sequence is provided. A justification is provided, why this sequence is selected.
<Editor’s Note: We should have 1080 sequences and 2K sequences, and we should have sequences with depth available>
Table 2.1.7-1 Reference Sequences for UE-to-UE Sharing
	Key
	Name
	Reference
	Justification/Comment

	SX-R01
	
	Annex C.5.2
	

	SX-R02
	
	Annex C.5.3
	

	SX-R03
	
	Annex C.5.4
	

	SX-R04
	
	Annex C.5.5
	



[bookmark: _Toc104459283][bookmark: _Toc49377045][bookmark: _Toc41600621]2.1.8	Anchor Definition
[bookmark: _Toc104459284]2.1.8.1	Overview
This clause provides details on how to generate the anchors for the social sharing and messaging scenario.
The Social sharing and messaging scenario relies on relaxed delay encoding modes with limited encoding complexity.
[bookmark: _Toc104459290]2.1.8.2	Anchors
Editor’s Note: This serves as a template. Details are to checked.
[bookmark: _Toc104459291]2.1.8.2.1	Overview
Table 2.1.8.2.1-1 provides an overview of the anchor tuples. Keys are identified to refer to the anchors in the context of the scenario.
The details are also provided here: https://dash-large-files.akamaized.net/WAVE/3GPP/Beyond2D/Bitstreams/Scenario-X-Sharing/265/streams.csv.
Table 2.1.8.2.1-1 Anchor Tuple generation with H.265/HEVC for Social sharing and messaging
	Key
	Clause
	Reference Sequence
	Reference Encoder
	Config
	Variations
	Anchor Key

	SX-A01-265
	6.X.8.3.3
	SX-R01
	HM16.22
	SX-HM-01
	QP = [17, 22,27,32,37]
	SX-A01-265-<QP>

	SX-A02-265
	6.X.8.3.3
	SX-R02
	HM16.22
	SX-HM-01
	QP = [17, 22,27,32,37]
	SX-A02-265-<QP>

	SX-A03-265
	6.X.8.3.4
	SX-R03
	HM16.22
	SX-HM-01
	QP = [17, 22,27,32,37]
	SX-A03-265-<QP>

	SX-A04-265
	6.X.8.3.4
	SX-R04
	HM16.22
	SX-HM-01
	QP = [17, 22,27,32,37]
	SX-A04-265-<QP>

	SX-A05-265
	6.X.8.3.5
	SX-R01
	HM16.22
	SX-HM-02
	QP = [17, 22,27,32,37]
	SX-A05-265-<QP>

	SX-A06-265
	6.X.8.3.5
	SX-R02
	HM16.22
	SX-HM-02
	QP = [17, 22,27,32,37]
	SX-A06-265-<QP>

	SX-A07-265
	6.X.8.3.6
	SX-R03
	HM16.22
	SX-HM-02
	QP = [17, 22,27,32,37]
	SX-A07-265-<QP>

	SX-A08-265
	6.X.8.3.6
	SX-R04
	HM16.22
	SX-HM-02
	QP = [17, 22,27,32,37]
	SX-A08-265-<QP>


[bookmark: _Toc104459292]2.1.8.3.2	Common Parameters
Editor’s Note: This is a starting point, details are to be checked.
To generate the anchor bitstreams, HM16.22 is used.
Each source sequence is encoded with: 
-	QP: [17, 22, 27, 32, 37] 
-	InternalBitDepth is 10 # codec operating bit-depth where all sequences (including 8 bit sequences) are coded with an internal bitdeph of 10 in accordance with [44] and metrics are calculated in 10 bits.
-	SEIDecodedPictureHash=1
As the SEIDecodedPictureHash is set to 1, the effective file size (EFS) needs to take into account the removal of this SEI message when computing the bitrate metric as defined in clause 5.5.2.
2.1.8.3.3	SX-HM-01: no random access
Each source sequence is encoded with the following changes:
-	The common parameters as defined in clause 2.1.8.3.2 
-	IntraPeriod with no fix interval
-  GOPSize is equal to 8. Each B picture refers to up to 4 preceding pictures in display order within the GOP
-  IntraQPOffset is -1. B picture QP offsets are IntraQPOffset is -1. B picture QP offsets are adjusted based on the base QP and on the QPmod, QPoffset,  QPOffsetModelScale  and QPOffsetModelOff.
The settings are defined in the attached configuration file sX-hm-01.cfg.
[bookmark: _Toc104459293]2.1.8.3.4	SX-HM-02: Intra
Each source sequence is encoded with the following changes:
-	The common parameters as defined in clause 6.6.8.3.3 
-	IntraPeriod = power of 2 value that is greater than or equal to the frame rate (fps), such that near 1 second is achieved: 32 for 30fps sequences and 64 for 60fps sequences
-  DecodingRefreshType: (2) IDR  
-  IntraQPOffset and B pictures QPoffsets are set equal to 0
-  Each B picture refers to immediately preceding pictures in display order.
The settings are defined in the attached configuration file sX-hm-02.cfg.
[bookmark: _Toc104459294]2.1.9	Anchor Results
<TBD>
[bookmark: _Toc8189][bookmark: _Toc58][bookmark: _Toc13146][bookmark: _Toc4643]2.2	Scenario 2: Streaming of Beyond 2D Produced Content – Use case: Immersive scenes
1. Scenario name
Streaming of Beyond 2D Produced Content
2. Motivation for the scenario
What is the market relevance of the proposed scenario within the next few years? Are there any commercially available or pre-released products or prototypes?
The proposed scenario handles the streaming of produced Beyond 2D content that provides experiences beyond what is achievable with 2D content.
“Beyond 2D” content may be in the form of volumetric video, which is a frame-based immersive experience whereby each frame represents a volumetric region in 3D space in which any point is either non-occupied or having a color that may depend on the viewing direction. Volumetric video has the potential to provide a more immersive and interactive experience for use cases in diverse domains such as e.g. education, entertainment, and industrial monitoring. 
Streaming of volumetric video has been previously considered in 3GPP in TR 26.928 (Cl. A.4 - Streaming of Immersive 6DoF, Cl 5.4 - XR Multimedia Streaming) and TR 26.998 (Cl. A.3 - Use Case 18: Streaming of volumetric video for glass-type MR devices).
On-demand volumetric video streaming allows to provide high-quality, professionally captured and produced volumetric video content. Some aspects of production and capturing systems for volumetric representation formats such as point clouds and meshes are documented in TR 26.928, clause 4.6.7. 
Several use cases of on-demand volumetric video streaming can be envisioned related to various domains including education, entertainment or industrial monitoring. For example, in an education/training scenario, a pre-recorded video of a fitness instructor showing how to perform an exercise can help the student to better understand how the exercise is done and thus replicate in a correct way. Another example in education domain would be a mechanic giving a tutorial on how to assemble a mountain bike. The viewer can watch the movements of the mechanic from different angles and get an improved understanding of the different steps due to depth perception and different viewpoints. In the entertainment domain, users can stream a performance from their favorite band to their living room and experience greater immersion potentially together with spatial audio. 
Description of the scenario 
This provides a description of beyond 2D video end-to-end workflows, which includes identifying and defining beyond 2D formats being used in the context and representation technologies to delivery these formats. The following aspects may be considered for each workflow:
This scenario considers on-demand streaming of beyond 2D video to a UE (Figure 1).
[image: ]
[bookmark: _Ref165975938]Figure 1: On-demand streaming to a UE
[Ed.(BK): The figure will be redrawn if needed for copyright reasons.]
a. Capturing and processing
The beyond 2D video is captured and processed using multiple cameras. Zero or more of those cameras may be range-sensing cameras, and more than one of the cameras has color sensors. In the case of two or more cameras that are not rigidly connected, camera extrinsics are online calibrated. Depth estimation is performed to associate a full depth map with each of the camera views, thus resulting in a multi-view + depth representation.
Additional steps such as object instance segmentation and foreground/background separation may be performed to reduce the sample rate of the representation. This would result in a multi-view + depth + transparency/occupancy representation. All processing may be offline or with a delay of a few seconds.
Figure 2 provides an example processing flow with the following operations:
· Multi Camera Capture: capture of images from multiple cameras
· Intrinsic Calibration: estimation of principle point, focal length and distortion parameters
· Extrinsic Calibration: estimation of camera orientation and translation (e.g. using COLMAP)
· Scene Calibration: estimation of static ground plane geometry and background geometry
· Undistort Images: all images a undistorted to one and the same reference intrinsics
· Object Instance Segmentation: determine segments for known objects such as ‘person’/’ball’
· Depth Estimation: determine a dense depth map for each view
· Depth Segmentation: determine sub-instance depth segments consisting of smooth surfaces
[image: ]
[bookmark: _Ref167347692][bookmark: _Ref167347686]Figure 2: Example processing flow
b. Encoding
One codec that can be used to realize this scenario is MV-HEVC paired with a method to transmit camera parameters and a suitable 6DoF synthesizer.
Another codec that can be used to realize this scenario is MPEG Immersive Video (MIV) specified in ISO/IEC 23090-12. Below the workflow with MIV is described. In addition to MIV, other codecs may be studied as part of this scenario.
The multiple camera views and depth maps are encoded to create a unified representation. An example could be MIV constrained to one or more atlases and packed video data. The single video sub-bitstream per atlas would be encoded with HEVC Main10 profile. The bitstream contains all camera parameters that are necessary for 6DoF rendering. Each atlas is independently renderable.
Figure 3 provides an example of a MIV encoder flow.

[image: ]
[bookmark: _Ref167348579]Figure 3: MIV encoder example
· Patch Extraction and Filtering: extraction of regions from the texture and depth map for the purpose of pixel-rate reduction and allowing object interactivity at the client

· Background Sprite Extraction: the ground surface and far-away background can be represented by a single sprite texture with depth. This greatly reduces the required pixel space.

· Atlas Generation: the patches and sprite and packed in an atlas such that both the pixel area is optimally used and the temporal correlation is retained to guarantee and acceptable bitrate.

An example of multi-view data encoding has been described in paper “Efficient Delivery and Rendering on Client Devices via MPEG-I Standards for Emerging Volumetric Video Experiences”.

Multi-view video and multi-view + depth are well-known formats that have many public tools including OpenCV[footnoteRef:0], COLMAP[footnoteRef:1] and AliceVision[footnoteRef:2]. Also MPEG has published tools for camera callibration and depth estimation (IVDE[footnoteRef:3]). [0:  https://opencv.org/]  [1:  https://colmap.github.io/index.html]  [2:  https://alicevision.org/]  [3:  https://gitlab.com/mpeg-i-visual/ivde] 


There are four typical workflows for multi-view (+ depth):

· Use color cameras to capture multi-view and estimate depth with multi-view consistency.
· Use range-sensing cameras to capture multi-view + depth and refine depth with multi-view consistency.
· Use AI or CG pipelines to raytrace views.
· Combinations of the above.

This study may include multi-view content for which some or all views lack depth information.

c. Packaging and delivery
The encoded bitstream is encapsulated to ISOBMFF according to the rules of the used codec. 
For example, an MIV bitstream may be packaged in one track, or multiple tracks where the packed video data is one track, common atlas data is one track, and atlas data is another track.
ISO/IEC 23090-10 Carriage of V3C data specifies how to map MIV (V3C) onto ISO BMFF, file format and DASH.
When a scene is represented by multiple atlases then only one would be decoded based on the viewing position. This is called atlas-level sub-bitstream access. In the case of DASH, switching atlas would amount to changing tracks.
d. Decoding
The decoder(s) will make use of hardware video decoder capabilities for all pixel data, and metadata describing information needed for rendering is decoded/parsed by a CPU.
e. *Post-processing
f. Rendering 
Rendering is typically performed on a GPU without dedicated hardware.
Rendering can be on:
· a device for 2D presentation (fixed viewpoint) such as a phone,
· a device for 3D presentation (multiple viewpoints) such as an autostereoscopic display,
· a device for 6DoF presentation (dynamic viewports) such as an HMD or an autosteoscopic display with eye tracking.
When a viewing space is used, then:
· What is rendered is one or two viewports with perspective projection and with 6 degrees of freedom (3-D position and 3-D orientation). 
· The pose of the viewport is within a viewing space that can be signaled or implicitly determined from a decoded frame. A viewing space can limit both position, orientation or both in combination. For instance, it is generally not intended for a viewport to intersect with scene elements.
· When a viewport is rendered that is outside of the viewing space, then the renderer has to perform a mitigation to avoid a viewing experience that is not intended by the content provider.

In the case of MIV, efficient rendering can be performed directly from the atlas after decoding to GPU memory:

[image: ]

· Patch Depth Binning: patches are warped to the target view and sorted on depth using an efficient histogram based method

· Back-to-front View Synthesis: patches with the same depth from multiple source views are blended together using view-angle based weighting.

· Blend and Composite: After blending over views (per depth layer), layers are composited back to front.
g. General constraints on latency, bandwidth, reliability and complexity
The codec should support a random access reference frame structure.
For example, the MIV access units and the video sub-bitstream are organized using a random access reference frame structure. All sub-bitstreams could have the same prediction structure, but atlas data and common atlas data frames may be skipped.
The common atlas data with camera parameters could only change infrequently (once per second or less), for instance each time an online camera calibration is updated. While it is possible to transmit common atlas data at non-IRAP frames, this would be not desirable in this scenario.
The atlas data with patch information may be static when transmitting only full views or dynamic when an encoder selects regions of the source views for transmission based on e.g. occlusion detection or depth segmentation. In MIV patch information is always intra-coded (unlike V3C in general).
All decoder and renderer processes are real-time. End-to-end latency may be in the range from 500 ms to multiple seconds.
Synthesis views or a view based on view control can be delivered to client. the number of views should trade off prediction error and bandwidth.
3. Supporting companies and 3GPP members 
a. This documents the 3GPP members that support this scenario in terms of providing the information, test material, test requirements and the characterization for the tests. For each of the identified necessities, a tick box is created in the template.
b. Preferably several 3GPP members are included in the support, and in addition a video service provider may be included (not necessarily a 3GPP member).
c. Cross-verification is preferably done by the supporters of the scenario
Deutsche Telekom, Fraunhofer HHI, Interdigital, Nokia Corporation, Philips, Sony, China Mobile, Huawei
4. Source format properties
This defines a clear range of the considered and relevant source formats, including the signal properties, but also the characteristics of the content. As an example, the texture and depth format properties of the source may be used which include:
The source format has 6 to 25 views. It is expected that most or all test data will have perspective projection (PSP), but test data with equirectangular projection (ERP) may be included.
Each view has the following components:
· Required: Texture (color)
· Optional: Depth coded as normalized disparity
· Optional: Object ID map with ordinal values, 0 indicating "invalid pixel" (to support depth cameras), 1 indicating "background" and all other values indicating "foreground object i".
All views have view parameters: camera ID, camera intrinsics, camera extrinsics (pose) and depth quantization parameters (optional).
a. Spatial resolutions
Each component of each view is 1920 × 1080.
b. Chroma Format
[bookmark: _Hlk167264137]The texture components are YCbCr.
All other components can be luma only, or YCbCr with chroma planes set to neutral gray.
c. Chroma Subsampling
The texture components are 4:2:0.
All other components can be 4:0:0, or 4:2:0 with chroma planes set to neutral gray.
d. Aspect ratios
The pixel aspect ratio of all video components is 1:1.
e. Frame rates
The source frame rate is 30, 50 or 60 fps.
Note that the video frame rate may be different from the rendering frame rate, especially when the viewport pose is dynamic.
f. Colour space formats
[bookmark: _Hlk167263805]All texture components will use the ITU-R BT.709 or ITU-R BT.2020 colour space. The colour space format of other components is undefined because the chroma planes are not used.
g. Transfer Characteristics
All texture components will use the ITU-R BT.709 or ITU-R BT.2100 (HDR) transfer characteristics with limited range. The transfer characteristic of other components is linear with full rnage.
Mastering characteristics such as MDCV (master display colour volume) and CLLI (content light level information) SEI (supplementary enhancement information) messages defined in TS 26.116 Section 4.5.5.7 will be considered.
h. Bit depth
The source texture components will be 8 or 10 bit.
The source depth components (if any) will be in between 8 and 16 bit.
The source object ID maps (if any) will be 16 bit.
i. Viewpoints
The viewpoints are within a viewing space that can be provided as metadata or implicitly derived from the parameters of the set of source views.
j. Other signal properties
5. Encoding and decoding constraints and settings
Typical encoding constraints and settings such as
a. Relevant Codec and Codec Profile/Levels according to TS26.119
b. Random access frequency
c. Error resiliency requirements
d. Bitrates and quality requirements
e. Bitrate parameters (CBR, VBR, CAE, HRD parameters)
f. ABR encoding requirements (switching frequency, etc.)
g. Latency requirements and specific encoding settings
h. Encoding context: real-time encoding, on device encoding, cloud-based encoding, offline encoding, etc.
i. Required decoding capabilities
j. Synchronization requirements
TBD
6. Performance Metrics and Requirements
a. A clear definition on how the performance needs to be evaluated including metrics, etc addressing the main KPIs of the scenario. 
The tests are run for a chosen level as described in 5 a. Bitstreams are provided. Camera calibration, depth estimation, and encoding are not evaluated.
The test will have four rate points and QP values are selected for each sequence to approximately match the 5 to 50 Mbps range. When saturation occurs before 50 Mbps a lower value may be chosen in consultation. When there are multiple video components or packed regions then the other QP values need to be directly derived from the texture QP using an equation or look-up table. (They cannot depend on the sequence.)
b. Objective measures such as PSNR, VMAF, etc, may be used.
[Ed.(BK): To be aligned with the agreed evaluation framework.]
The IV-PSNR tool, available at https://gitlab.com/mpeg-i-visual/ivpsnr, is available to compute full-reference objective metrics:
· Weighted sphere PSNR (WS-PSNR)
· Immersive video PSNR (IV-PSNR)
All source views that were used for encoding are provided. Each source view is reconstructed by decoding and rendering (view synthesis). The IV-PSNR tool is then run on all source views and the score is averaged over all views.
Depending on bit rate, quality of depth maps and rendering, either the video codec or view synthesis is the limiting factor. BD-PSNR is calculated for both metrics because the metric behaves more predictably than BD-rate.
c. Justification on whether objective metrics are sufficient and representative of the subjective performance.
[Ed.(BK): To be aligned with the agreed evaluation framework. The discussion here on correlation of objective and subjective metrics may need to be moved to that framework after more deliberation.]
There is experience in testing of immersive video in MPEG context. The test conditions as described are a simplification and evolution of:
Dziembowski, B. Kroon, J. Jung (Eds.), Common test conditions for MPEG immersive video, ISO/IEC JTC 1/SC 29/WG 04 N 0372, July 2023, Geneva.
The main challenge with testing of Beyond 2D video is that codecs are asymmetric. The input is a number of source views (with depth maps), and the output of the decoder + renderer can be any viewport within a spatial region around those source views. In the mentioned CTC two tests are used:
· Objective evaluation at source view positions
· Subjective evaluation of pose trace videos (dynamic viewports)
This has resulted in a lack of correlation between objective and subjective results, but despite that it is the best-known approach. Alternatives that have been tried and dismissed (for now):
· Objective evaluation at dynamic viewports: It includes view synthesis in the reference condition and this skews the results towards a specific renderer. It prevents an A/B comparison of different renderers.
· Subjective evaluation at source view positions: This is not how the end-user will interact with the content, and it does not evaluate artifacts due to viewport dynamics.
For this test, because the aim is to prove feasibility of a scenario, objective evaluation may be sufficient, especially when supplemented with (informal) real-time demonstration of the same bitstreams that were used for objective evaluation.
7. Interoperability Considerations for the application
a. Streaming with DASH/HLS/CMAF/QUIC
b. RTP based delivery
The Beyond 2D Video bitstream needs to be carried over DASH for this use case of this scenario. It is not necessary to prove this as part of the feasibility test, if written evidence can be provided. 
In the example of using MIV as a codec, there are implementations for DASH (InterDigital/Philips) and RTP (Nokia).
8. Test Sequences
A set of selected test sequences that are provided by the proponents in order to do the evaluation. 	They should cover a set of source format properties
Test sequences that were used during the development of a codec are discouraged because they may create a bias towards that specific codec. Sequences that were used in a verification test are permissible.
Preferably test sequences match with the intended use case both in terms of technical requirements and content semantics.
For MIV the following document includes a list of available sequences:
· Dziembowski, B. Kroon, J. Jung (Eds.), Common test conditions for MPEG immersive video, ISO/IEC JTC 1/SC 29/WG 04 N 0372, July 2023, Geneva.
9. Detailed test conditions
Provides a proposal for detailed test conditions, for example based on a reference software 	together with the sequences and configuration parameters.
[Ed.(BK): To be aligned with the agreed evaluation framework.]
For each candidate codec, a suitable decoder + renderer needs to be made available for testing purposes. 
A reporting template or script will be provided to compute BD-PSNR based on IV-PNSR log files of all rates and sequences.
For MIV the following test conditions were followed:
· Dziembowski, B. Kroon, J. Jung (Eds.), Common test conditions for MPEG immersive video, ISO/IEC JTC 1/SC 29/WG 04 N 0372, July 2023, Geneva.
10. External Performance data
References to external performance data that can be added, for example other SDOs, public 	documents and so on.
For MIV the following performance data is available:
· D. Mieloch (Ed.), Verification test report of MPEG immersive video, ISO/IEC JTC 1/SC 29/WG 04 N 0341, April 2023, Antalya.
NOTE: This performance data was based on different source view properties and the results may not translate to this study.
11. Additional Information
2.3	Scenario 3: Streaming of Beyond 2D Produced VoD Content – Use Case “Volumetric Video with single asset”
2.3.1 Scenario name
Streaming of Beyond 2D Produced VoD Content - Use case “Volumetric Video with single asset”
2.3.2 Motivation for the scenario
What is the market relevance of the proposed scenario within the next few years? Are there any commercially available or pre-released products or prototypes?
This scenario handles the streaming of produced Beyond 2D content providing experiences beyond what is achievable with 2D content. “Beyond 2D” content may be in the form of volumetric video, which is a frame-based immersive experience whereby each frame represents a volumetric region in 3D space in which any point is either non-occupied or having a colour that may depend on the viewing direction. Volumetric video has the potential to provide a more immersive and interactive experience for use cases in diverse domains such as e.g. education, entertainment, and industrial monitoring. 
Streaming of volumetric video has been previously considered in 3GPP in TR 26.928 (Cl. A.4 - Streaming of Immersive 6DoF, Cl 5.4 - XR Multimedia Streaming) [X2] and TR 26.998 (Cl. A.3 - Use Case 18: Streaming of volumetric video for glass-type MR devices) [X3].
On-demand volumetric video streaming enables distribution of high-quality, professionally captured and produced volumetric video content. Some aspects of production and capturing systems for volumetric representation formats such as point clouds and meshes are documented in TR 26.928, clause 4.6.7. 
Several use cases of on-demand volumetric video streaming can be envisioned related to various domains including education, entertainment and industrial monitoring. For example, in an education/training scenario, a pre-recorded video of a fitness instructor showing how to perform an exercise can help the student to better understand how the exercise is done and thus replicate in a correct way. Another example in the education domain would be a mechanic giving a tutorial on how to assemble a mountain bike. The viewer can watch the movements of the mechanic from different angles and get an improved understanding of the different steps due to depth perception and different viewpoints. In the entertainment domain, users can stream a performance from their favorite band to their living room and experience greater immersion potentially together with spatial audio. For first implementations of relevant use cases the content can be quite simple without hindering the purpose, consisting of a camera captured 6 DoF person or object and 3D background or a background coming from an AR camera in the rendering device.
Motivation for the use case:
In the use case “Volumetric video with single asset”, and particularly in AR mode, the viewer can see the volumetric video asset, as if it were naturally in front of him. In AR and VR applications, the viewer can move smoothly around the asset or make the asset rotate.
NOTE 1: This use case is part of the scenario “Streaming of Beyond 2D Produced VoD Content”.
In recent years, several collaborations regarding on-demand volumetric video streaming were established between various mobile network operators, volumetric capture studios and technology providers. Some of these collaborations are listed here: 
· Volucap, based in Potsdam, Germany:
· Tagesschau: Volucap and the German news broadcaster Tagesschau collaborated to capture a volumetric representation of a news anchor: https://volucap.com/portfolio-items/tagesschau-2025/ 
· Music Group: Volucap and the music group “Boss Hoss” prototyped the your favorite band in your living room: https://volucap.com/portfolio-items/the-bosshoss-augmented-reality/ 
· Book enhanced with AR: Volucap enhanced a children song book with AR content on a smartphone: https://volucap.com/portfolio-items/rolf-zuckowski/   
· Sports training: Volucap and Deutsche Telekom produced a clip to learn cool dribbles and precise throws from the former basketball star Josh Mayo: https://volucap.com/portfolio-items/meeting-josh/ 
· XR Fashion show: Volucap and Lana Mueller, a Berlin based designer, produced a fashion presentation in XR: https://volucap.com/portfolio-items/lana-mueller-fashion/ 
· Volograms, based in Dublin, Ireland
· Provides professional volumetric content creation services to feed AR use cases such as augmented museum, training or fashion experiences: https://www.volograms.com/made-with-volograms 
· The company has also developed AI based solution to enable AR volumetric content from 2D single photo or video: https://www.volograms.com/
· 8i, Mantis Vision, Metastage, Volograms, XD Productions, etc. present volumetric capturing projects on their websites, similar to Volucap
· XD Productions and Volograms content (both professional and AI-based) has been showcased in public trade shows and conferences by InterDigital as part of MPEG-I V3C platform demonstration with the V-PCC player.
· Zerospace and Canon are collaborating to open a volumetric video capturing studio in Spring 2024. With over 100 Canon Cinema EOS cameras, it claims to offer unmatched capabilities. The website illustrates capture of sports content (e.g. basketball, Karate): https://www.zerospace.co/studios/canon-volumetric-capture 
· Philips, InterDigital and Broadpeak are collaborating on an end-to-end implementation platform for packaging and delivery of volumetric video over content delivery network (CDN). 
· https://broadpeak.tv/newsroom/mpeg-v3c-standardized-content-distribution-at-scale/
· https://ir.interdigital.com/news-events/press-releases/news-details/2024/InterDigital-and-Broadpeak-Announce-Collaboration-on-MPEG-V3C-Standardized-Content-Distribution-At-Scale/default.aspx
· The following video presents new video production technology used by Hollywood production studios and volumetric video is presented starting at minute 14: https://www.youtube.com/watch?v=u7pu1cQBqtQ&t=373s 

NOTE 2: The examples are meant to provide motivation and demonstrate the market relevance of the scenario and use case and not to give detailed information on the capture setup, formats or other aspects of the workflow. For the workflow description see clause 3.
Volumetric video content can be consumed on devices such as smartphones, tablets, HMDs, TV sets, STBs and PCs, provided that a player for volumetric video is installed. The renderer in the player adapts the content to the specific display. 
Brazilian SBTVD Forum has adopted volumetric video for inclusion in their TV 3.0 standards (support will not be mandatory in all receivers; focus on content distribution over the Internet and consumption on smartphones and HMDs). TV3.0 services are planned to be launched in 2025.
DVB is running a study mission on volumetric video and the first results are published in Study Mission Report S101. [X4]

2.3.3 Description of the scenario – with use case Volumetric Video with single asset
This provides a description of beyond 2D video end-to-end workflows, which includes identifying and defining beyond 2D formats being used in the context and representation technologies to delivery these formats. The following aspects may be considered for each workflow:
[bookmark: _Hlk167258956]This scenario considers streaming of Beyond 2D produced VoD content, with the use case  "Volumetric Video with single asset”. 
[image: ]
Figure x1: Streaming of Beyond 2D produced VoD content 
Editor’note: that figure is a “specialized figure” of a generic streaming scenario. Some changes will be needed.
h. Capturing and processing
Capturing of high-quality 6 DoF assets as a volumetric video is typically done with a rig of cameras aligned on a circle around the asset(s) to be captured. Depending on the rig, there can be one or more layers of cameras at different height positions, with each layer consisting of up to 60 cameras. Cameras can be equipped with depth sensors. Hardware such as cameras and depth sensors are off the shelf equipment, but the assembly in the rig is vendor dependent and proprietary.
The various camera and depth sensor signals are fed into a production pipeline that produces the volumetric video. Production includes stitching the various signals, filling holes, correcting occlusions, etc. Persons or physical objects (e.g. a ball or an instrument) can be combined in an asset or separate assets can be used for each person or object. For simplification and not hindering the purpose, the use case described in this document is limited to a single asset. The representation format of a produced asset is typically a dynamic point cloud or a dynamic mesh. The use case “Volumetric Video with single asset” described in this document is entirely based on point clouds as the representation format.
As an example, in the following we describe the production pipeline of the company XD Productions. 
The figures below show the XD Productions CYBERDOME capture rig and associated real time viewing to control acquisition.
[image: A group of people standing in a green room
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Figure x2: XD Productions capture rig (https://www.xdprod.com/services/studio/studio-virtuel/)
[image: A computer with people on it

Description automatically generated]
Figure x3: XD Production real time virtual production (https://www.xdprod.com/services/studio/studio-virtuel/)
The figures below show CYBERDOME acquisitions covering single or multiple characters in dynamic scenes. 
[image: A collage of people playing football
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Figure x4: XD Productions contents screenshots, from top right to left: Acrobat01, Soccer Blue, Soccer Red, Dancer01 and Acrobat Duo
Acquisition processing pipeline includes a rig of about sixty 4K cameras, arranged in hemispheres around the scene to be captured. The set is 15-meter in diameter for a 7-meter diameter capture area. Two types of lenses are simultaneously used, with variable focal lengths, which allows to adapt the size of the capture area, and to mix wide shots and close-ups on the same captures to improve the quality of the textures. Each content item is then converted into point cloud frames contained in a 10bit-sized bounding box with integer, positive coordinates. The processing output is shared in the PLY format.
Another example on how single asset volumetric video is produced is shown in a video by Metastage.
There are a number of companies that provide volumetric video capturing technology or entire volumetric video capturing studios. For a more detailed list we refer to chapter 5.4.4 in the DVB Study Mission report S101 on Volumetric Video.[X4]
Editor’s note: information to be provided on quality of the generated point cloud (e.g. number of points, fps, for a sufficient quality).
i. Encoding
The representation format(s) point cloud is encoded with MPEG V-PCC standardized in ISO/IEC 23090-5 Visual Volumetric Video-based Coding (V3C) and Video-based Point Cloud Compression (V-PCC) – 2nd edition. [X5]
The following diagram shows the V-PCC encoder main steps.

[image: A diagram of a company

Description automatically generated with medium confidence]

For coding of geometry, texture and occupancy map, V-PCC relies on 2D video encoders such as HEVC or VVC.
An example of point cloud data encoding processing has been described in [X1] 

j. Packaging and delivery
Storage and delivery of MPEG V-PCC is standardized in ISO/IEC 23090-10 Carriage of visual volumetric video-based coding data – 1st edition. [X6]
k. Decoding
The decoder(s) make use of hardware video decoders capabilities for all pixel data, and a small amount of metadata is decoded by a CPU. No dedicated hardware is needed for real-time decoding. The following diagram shows the architecture of MPEG V-PCC.

[image: A screenshot of a computer
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Decoding of the point cloud is terminated at the output of the video decoders, but these images are just intermediate results and do not represent a useable image for the human eye. Additional stages are needed to reconstruct the point cloud in 3D space and render it to the display of the consumer device.
An example of point cloud data decoding processing has been described in [X1].

By the end of 2023, Futuresource estimates that there are 4.1 billion Smartphones globally in the field with the capacity to decode HEVC video, therefore we propose using HEVC as the underlying 2D video codec.

l. *Post-processing
m. Rendering 
Rendering is implementation dependent, but it is typically performed on a GPU without dedicated V-PCC hardware.
An example of point cloud data rendering has been described in the paper “Efficient Delivery and Rendering on Client Devices via MPEG-I Standards for Emerging Volumetric Video Experiences”
n. General constraints on latency, bandwidth, reliability and complexity
For delivery, the volumetric frames are organized using a random-access reference frame structure.
All decoder and renderer processes are real-time and may have a latency in the order of a few frames.
Editor’s note: further information on “bandwidth” and complexity to be added when tests are made, further information on “reliability” to be provided once the term is clarified.
2.3.4 Supporting companies and 3GPP members 
d. This documents the 3GPP members that support this scenario in terms of providing the information, test material, test requirements and the characterization for the tests. For each of the identified necessities, a tick box is created in the template.
e. Preferably several 3GPP members are included in the support, and in addition a video service provider may be included (not necessarily a 3GPP member).
f. Cross-verification is preferably done by the supporters of the scenario
Deutsche Telekom, Fraunhofer HHI, Interdigital, KDDI, Nokia, Philips, Samsung and Sony
2.3.5 Source format properties
This defines a clear range of the considered and relevant source formats, including the signal properties, but also the characteristics of the content. As an example, the texture and depth format properties of the source may be used which include:

Table xxx1 lists Beyond 2D Source Format Properties for Volumetric Video with single asset streaming scenario..

	Source format properties
	Volumetric Video with single asset streaming scenario 

	Number of points /Spatial Resolution
	Up to 1 million points per frame

	Chroma format
	RGB

	Chroma subsampling
	Not Applicable

	Picture aspect ratio
	Not Applicable

	Frame rates
	25, 30 Hz 

	Bit depth
	8 and 10

	Colour space formats
	RGB 444 nonlinear, BT.709

	Transfer characteristics
	BT.709  

	Viewpoints
	All assets can be viewed from all directions


Table x1

2.3.6 Encoding and decoding constraints and settings
Table xx2 provides an overview of encoding and decoding constraints for  V-PCC with H.265/HEVC for Volumetric Video with single asset streaming scenario. Contribution aspects are not considered in this table. This information supports the definition of detailed anchor condition.
	Encoding and Decoding Constraints
	V-PCC with H.265/HEVC

	Relevant Codec and Codec Profile/Levels
	H.265/HEVC Main 10 Profile  
Level 4.1, 5.1
Metadata stream parsing

	Random access frequency
	1 seconds

	Bit rates and quality configuration
	 Fixed QP Geometry: [32;28;24;20;16]
Fixed QP Texture: [42;37;32;27;;22]
bitrates [1;50 Mbps]



	Bit rate parameters (CBR, VBR, CAE, HRD parameters)
	Covering a range of relevant bitrates and qualities 

	Latency requirements and specific encoding settings
	No specific latency requirement

	Encoding complexity context 
	Cloud-based encoding, offline encoding 

	Required decoding capabilities
	 3 decoder instantiations of H.265/HEVC Main 10 Profile  
Level  4.1, 5.1for (occupancy, geometry and color)
One synchronized metadata bitstream (Atlas)



2.3.7 Performance Metrics and Requirements
d. A clear definition on how the performance needs to be evaluated including metrics, etc addressing the main KPIs of the scenario. 
e. Objective measures such as PSNR, VMAF, etc, may be used.
f. Justification on whether objective metrics are sufficient and representative of the subjective performance.
For objective tests it is proposed to use the point-based metric described in annex B1, B3 and B4 of the following document: https://www.mpeg.org/wp-content/uploads/mpeg_meetings/136_OnLine/w21000.zip 
The point-based metric has been used by MPEG throughout the complete development process of V-PCC. On case-by-case basis and complementary to the point-based metric, MPEG produced snapshots of frames and studied subjectively the impact of a tool before selection.
Editor’s note: assessment of the quality to be further considered.
2.3.8 Interoperability Considerations for the application
c. Streaming with DASH/HLS/CMAF/QUIC
MPEG-DASH is used with ISO/IEC 23090-10 Carriage of visual volumetric video-based coding data – 1st edition.[X6]
d. RTP based delivery
RTP is not proposed for this use case.
2.3.9 Test Sequences
A set of selected test sequences that are provided by the proponents in order to do the evaluation. 	They should cover a set of source format properties
· Longdress, Soldier, Loot, Red and Black from 8i as shown in Figure x5.
· Mitch, Thomas from Volucap as shown in Figure x6
· Red Soccer Player, Two_Acrobats from XD Productions as shown in Figure x7

[image: A group of people in military uniforms
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[bookmark: _Ref166503242]Figure x5 - 8i content sequences, first frame, from left to right, Longdress, Soldier, Loot, Red and Black.
[image: A person standing in front of a black background
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[bookmark: _Ref166503254]Figure x6 - Volucap sequences, first frame, from left to right, Mitch, Thomas.
[image: ]
[bookmark: _Ref166503262]Figure x7 - XD Productions sequences, first frame, from left to right, Red Soccer Player, Two acrobats.

Figure x8 gives characteristics of the 3D point cloud sequences.

	Sequence
	Provider
	FPS
	Number of frames
	Duration (s)
	~ Point number per frame
	Geometry precision
	Attributes

	Longdress
	8i
	30
	300
	10,0
	800000
	10 bits
	R,G,B

	Soldier
	8i
	30
	300
	10,0
	1000000
	10 bits
	R,G,B

	Loot
	8i
	30
	300
	10,0
	780000
	10 bits
	R,G,B

	Red and black
	8i
	30
	300
	10,0
	700000
	10 bits
	R,G,B

	Mitch
	Volucap
	30
	475
	15,8
	860000
	10 bits
	R,G,B

	Thomas
	Volucap
	30
	748
	24,9
	790000
	10 bits
	R,G,B

	Red Soccer player
	XD Productions
	25
	125
	5,0
	950000
	10 bits
	R,G,B

	Two Acrobats
	XD Productions
	30
	211
	7,0
	790000
	10 bits
	R,G,B



[bookmark: _Ref166504451]Figure x8 - Test material datasets

2.3.10 Detailed test conditions
Provides a proposal for detailed test conditions, for example based on a reference software 	together with the sequences and configuration parameters.
It is suggested to use test model V24 for V-PCC which is the latest when drafting this scenario. Version V24 can be downloaded from the following public reference: https://github.com/MPEGGroup/mpeg-pcc-tmc2
The site includes information on how to build the codec for various platforms such as Windows, Linux or OSX. As we suggest using HEVC as the underlying video codec, HM shall be selected for the 2D video codec test model. The site also includes information on how to run the test model for the V-PCC encoder and decoder. A CTC fixes the detailed test conditions. For more details, a software manual can be consulted.

2.3.11 External Performance data
References to external performance data that can be added, for example other SDOs, public 	documents and so on.
The subjective verification test report for V-PCC can be downloaded from the public MPEG website: https://www.mpeg.org/wp-content/uploads/mpeg_meetings/136_OnLine/w20992.zip
The Brazilian SBTVD Forum performed objective tests with V-PCC. Full results are available in chapter 6.10 (Candidate Technology I), 6.10.3.2 and 6.10.4 of the following document: https://forumsbtvd.org.br/wp-content/uploads/2021/12/SBTVD-TV_3_0-VC-Report.pdf
2.3.12 Additional Information
Sequences can be decoded and visualized in real time using a 3D background or in Augmented Reality on a smartphone, tablet, head-mounted display using DASH streaming mode or local file system.
Nokia’s real-time V-PCC decoder implementation that was released as open source: https://github.com/nokiatech/vpcc
A simple scene description could be added to enable the placement of the asset in the scene (position, orientation, scale…) but is outside the scope of this document, which is focused on the format and codec evaluation.
2.4	Scenario 4: Scenario UE-to-UE Beyond 2D Video Communication
1. Scenario name
Scenario UE-to-UE Beyond 2D Video Communication 
2. Motivation for the scenario
What is the market relevance of the proposed scenario within the next few years? Are there any commercially available or pre-released products or prototypes?‘
The proposed scenario handles the UE-to-UE Beyond 2D Video communication that provides experiences beyond what is achievable with 2D content.
“Beyond 2D” content may be in the form of volumetric video, which is a frame-based immersive experience whereby each frame represents a volumetric region in 3D space in which any point is either non-occupied or having a color that may depend on the viewing direction. Volumetric video has the potential to provide a more immersive and interactive experience for use cases in diverse domains such as e.g. education, entertainment, and industrial monitoring. 
This scenario considers Beyond 2D Video communication which has many applications. Having lifelike communication between UE's will reduce the need for travel and contribute to sustainability goals.
 
3. Description of the scenario 
This provides a description of beyond 2D video end-to-end workflows, which includes identifying and defining beyond 2D formats being used in the context and representation technologies to delivery these formats. The following aspects may be considered for each workflow:
This scenario considers UE-to-UE format exchange (conversational). Typically, the exchange will be symmetrical and both UEs will capture and render. Storage and delayed playback on the same UE will also be possible.
In this scenario (Figure 1), a first UE captures beyond 2D video and transmits to a second UE that renders one or two viewports of the transmitted scene.
[image: ]
[bookmark: _Ref165975679]Figure 1: Direct UE->UE communication[footnoteRef:4] [4:  Images were copied from S4-240831] 

[Ed.(BK): The figure will be redrawn if needed for copyright reasons.]
o. Capturing and processing
Capture capabilities of UEs will vary and are typically constrained by form factor. A mobile phone has multiple closely packed cameras and may also have a depth sensor. Other devices like computer monitors or camera bars are larger and can have more cameras with more separation. Mobile phones capable of acquiring two views with or without depth are the focus of this scenario. Study of other form factors and other view counts are optional.
The beyond 2D video is captured and processed using one or more cameras. Zero or more of those cameras may be range-sensing cameras, and one or more of these cameras have colour sensors. In the case of two or more cameras that are not rigidly connected, camera extrinsics are online calibrated. For mobile phones cameras are rigid, and both offline and online calibration may be considered.
Captured content is converted in real-time to a representation format that is suitable for encoding. The parameters of the source cameras may or may not be part of the representation format. At a minimum, inter-view consistent depth information is estimated, but more processes like reprojection, pruning, refinement, meshing and texturing steps may be needed depending on the representation format and application-specific constraints.
p. Encoding
One codec that may be considered is MV-HEVC, which is the multiview extension of HEVC.
Another codec that can be used to realize this scenario is MPEG Immersive Video (MIV) specified in ISO/IEC 23090-12.
In addition to MV-HEVC and MIV, other codecs may be studied as part of this scenario.
The multiple camera views and depth maps if available are encoded to create a unified representation. An example could be MIV constrained to one atlas and packed video data. The single video sub-bitstream would be encoded with HEVC Main10 profile. The bitstream would contain all camera parameters that are necessary for 6DoF rendering.
q. Packaging and delivery
The encoded bitstream is packed to RTP payload format according to the used codec. 
For example, if MIV codec is used, MIV bitstream may be packaged as a sequence of V3C units including V3C units for the packed video data, or the MIV bitstream can be packaged as three separate tracks, one for common atlas data, atlas data, and packed video data.
IETF proposal avtcore-rtp-v3c[footnoteRef:5] enables carriage of MIV as a RTP stream. In this proposal at least the VPS and possibly also atlas data is carried over SDP. Integration in WebRTC is possible. [5:  https://datatracker.ietf.org/doc/draft-ietf-avtcore-rtp-v3c/] 

r. Decoding
The decoder(s) will make use of hardware video decoder capabilities for pixel data, and a  metadata describing information needed for rendering is decoded/parsed by a CPU. 
s. *Post-processing
t. Rendering 
Rendering is typically performed on a GPU without dedicated hardware.
Rendering can be on:
· a device for 2D presentation (fixed viewpoint) such as a phone,
· a device for 3D presentation (multiple viewpoints) such as an autostereoscopic display,
a device for 6DoF presentation (dynamic viewports) such as an HMD or an autosteoscopic display with eye tracking.When a viewing space is used, then:
· What is rendered is one or two viewports with perspective projection and with 6 degrees of freedom (3-D position and 3-D orientation). 
· The pose of the viewport is within a viewing space that can be signalled or implicitly determined from a decoded frame. A viewing space can limit both position, orientation or both in combination. For instance, it is generally not intended for a viewport to intersect with scene elements.
· When a viewport would be is rendered that is outside of the viewing space, then the renderer has to perform a mitigation to avoid a viewing experience that is not intended by the content provider.
u. General constraints on latency, bandwidth, reliability and complexity
The codec should support low-delay reference frame structure. 
For example, the MIV access units and the video sub-bitstream can be organized using a low-delay reference frame structure. All sub-bitstreams could have the same GOP structure, but atlas data and common atlas data frames may be skipped.
The common atlas data with camera parameters will only change infrequently (once per second or less), for instance each time an online camera calibration is updated. While it is possible to transmit common atlas data at non-IRAP frames, this is not expected in this scenario.
The atlas data with patch information may be static when transmitting only full views or dynamic when an encoder selects regions of the source views for transmission based on e.g. occlusion detection or depth segmentation. In MIV, patch information is always intra-coded (unlike V3C in general).
All encoder, decoder and renderer processes are real-time and may have a latency in the order of at most a few frames.
4. Supporting companies and 3GPP members 
g. This documents the 3GPP members that support this scenario in terms of providing the information, test material, test requirements and the characterization for the tests. For each of the identified necessities, a tick box is created in the template.
h. Preferably several 3GPP members are included in the support, and in addition a video service provider may be included (not necessarily a 3GPP member).
i. Cross-verification is preferably done by the supporters of the scenario
	Deutsche Telekom, Fraunhofer HHI, InterDigital, Nokia Corporation, Philips, Sony
5. Source format properties
This defines a clear range of the considered and relevant source formats, including the signal properties, but also the characteristics of the content. As an example, the texture and depth format properties of the source may be used which include:
The source format has 2 views with perspective projection (PSP). Study of 1, 3 or 4 views is optional.
Each view has the following components:
· Required: Texture (color)
· Optional: Depth coded as normalized disparity
· Optional: Object ID map with ordinal values, 0 indicating "invalid pixel" (to support depth cameras), 1 indicating "background" and all other values indicating "foreground object i".
Views may be undistorted, otherwise distortion parameters have to be provided.
k. Spatial resolutions
Each component of each view is 1920 × 1080, 1080 × 1080, 1440 × 1440, or 2048 × 2048.
l. Chroma Format
The texture components are YCbCr.
All other components can be luma only, or YCbCr with chroma planes set to neutral gray.
m. Chroma Subsampling
The texture components are 4:2:0.
All other components can be 4:0:0, or 4:2:0 with chroma planes set to neutral gray.
n. Aspect ratios
The pixel aspect ratio of all video components is 1:1.
o. Frame rates
The source frame rate is 30, 50 or 60 fps.
Note that the video frame rate may be different from the rendering frame rate, especially when the viewport pose is dynamic.
p. Colour space formats
All texture components will use the ITU-R BT.709 colour space. The colour space format of other components is undefined because the chroma planes are not used.
q. Transfer Characteristics
All texture components will use the ITU-R BT.709 transfer characteristics with limited range. The transfer characteristic of other components is linear with full rnage.
r. Bit depth
The source texture components will be 8 or 10 bit.
The source depth components (if any) will be in between 8 and 16 bit.
The source object ID maps (if any) will be 16 bit.
s. Viewpoints
The viewpoints are within a viewing space that can be provided as metadata or implicitly derived from the parameters of the set of source views.
t. Other signal properties
6. Encoding and decoding constraints and settings
Typical encoding constraints and settings such as
k. Relevant Codec and Codec Profile/Levels according to TS26.119
l. Random access frequency
m. Error resiliency requirements
n. Bitrates and quality requirements
o. Bitrate parameters (CBR, VBR, CAE, HRD parameters)
p. ABR encoding requirements (switching frequency, etc.)
q. Latency requirements and specific encoding settings
r. Encoding context: real-time encoding, on device encoding, cloud-based encoding, offline encoding, etc.
s. Required decoding capabilities
t. Synchronization requirements
TBD
7. Performance Metrics and Requirements
g. A clear definition on how the performance needs to be evaluated including metrics, etc addressing the main KPIs of the scenario. 
[Ed.(BK): To be aligned with the agreed evaluation framework.]
The tests are run for a chosen level as described in 5 a. Bitstreams are provided. Camera calibration, depth estimation, and encoding are not evaluated.
The test will have four rate points and QP values are selected for each sequence to approximately match the 5 to 50 Mbps range. When saturation occurs before 50 Mbps a lower value may be chosen in consultation. When there are multiple video components or packed regions then the other QP values need to be directly derived from the texture QP using an equation or look-up table. (They cannot depend on the sequence.)
h. Objective measures such as PSNR, VMAF, etc, may be used.
[Ed.(BK): To be aligned with the agreed evaluation framework.]
The IV-PSNR tool, available at https://gitlab.com/mpeg-i-visual/ivpsnr, is available to compute full-reference objective metrics:
· Weighted sphere PSNR (WS-PSNR)
· Immersive video PSNR (IV-PSNR)
All source views that were used for encoding are provided. Each source view is reconstructed by decoding and rendering (view synthesis). The IV-PSNR tool is then run on all source views and the score is averaged over all views.
Depending on bit rate, quality of depth maps and rendering, either the video codec or view synthesis is the limiting factor. BD-PSNR is calculated for both metrics because the metric behaves more predictably than BD-rate.
i. Justification on whether objective metrics are sufficient and representative of the subjective performance.
[Ed.(BK): To be aligned with the agreed evaluation framework. The discussion here on correlation of objective and subjective metrics may need to be moved to that framework after more deliberation.]
There is experience in testing of immersive video in MPEG context. The test conditions as described are a simplification and evolution of:
Dziembowski, B. Kroon, J. Jung (Eds.), Common test conditions for MPEG immersive video, ISO/IEC JTC 1/SC 29/WG 04 N 0372, July 2023, Geneva.
The main challenge with testing of Beyond 2D video is that codecs are asymmetric. The input is a number of source views (with depth maps), and the output of the decoder + renderer can be any viewport within a spatial region around those source views. In the mentioned CTC two tests are used:
· Objective evaluation at source view positions
· Subjective evaluation of pose trace videos (dynamic viewports)
This has resulted in a lack of correlation between objective and subjective results, but despite that it is the best-known approach. Alternatives that have been tried and dismissed (for now):
· Objective evaluation at dynamic viewports: It includes view synthesis in the reference condition and this skews the results towards a specific renderer. It prevents an A/B comparison of different renderers.
· Subjective evaluation at source view positions: This is not how the end-user will interact with the content, and it does not evaluate artifacts due to viewport dynamics.
For this test, because the aim is to prove feasibility of a scenario, objective evaluation may be sufficient, especially when supplemented with (informal) real-time demonstration of the same bitstreams that were used for objective evaluation.
8. Interoperability Considerations for the application
e. Streaming with DASH/HLS/CMAF/QUIC
f. RTP based delivery
The Beyond 2D Video bitstream needs to be carried over RTP with SDP for this use case of this scenario. WebRTC may be considered. It is not necessary to prove this as part of the feasibility test, if written evidence can be provided. 
In the example of using MIV as a codec, there are implementations for DASH (InterDigital/Philips) and RTP + SDP (Nokia).
9. Test Sequences
A set of selected test sequences that are provided by the proponents in order to do the evaluation. 	They should cover a set of source format properties
Test sequences that were used during the development of a codec are discouraged because they may create a bias towards that specific codec. Sequences that were used in a verification test are permissible.
Preferably test sequences match with the intended use case both in terms of technical requirements and content semantics.
10. Detailed test conditions
Provides a proposal for detailed test conditions, for example based on a reference software 	together with the sequences and configuration parameters.
[Ed.(BK): To be aligned with the agreed evaluation framework.]
For each candidate codec, a suitable decoder + renderer needs to be made available for testing purposes. 
A reporting template or script will be provided to compute BD-PSNR based on IV-PNSR log files of all rates and sequences.
For MIV the following test conditions were followed:
· Dziembowski, B. Kroon, J. Jung (Eds.), Common test conditions for MPEG immersive video, ISO/IEC JTC 1/SC 29/WG 04 N 0372, July 2023, Geneva.
11. External Performance data
References to external performance data that can be added, for example other SDOs, public 	documents and so on.
For MIV the following performance data is available:
· D. Mieloch (Ed.), Verification test report of MPEG immersive video, ISO/IEC JTC 1/SC 29/WG 04 N 0341, April 2023, Antalya.
NOTE: This performance data was based on different source view properties and the results may not translate to this study.
12. Additional Information



3	Evaluation and Characterization Framework – Basic Principles
Based on the above discussion, an evaluation of a scenario requires the definition of a evaluation and characterization framework, aligned with the framework in TR 26.955. 
An evaluation framework allows to identify at least the following aspects for a technology under evaluation:
1) One or multiple meaningful quality metrics of the scenario and the technology under evaluation for  different configurations to determine adequate quality thresholds under typical application constraints. The evaluation configuration needs to take into account restrictions in terms of encoding complexity, latency, and/or other functional requirements, such as random access.
2) The network requirements to delivery such content, primarily the resulting required bitrates can be determined.
3) The packaging requirements in order to deliver the data in interoperable manner can be determined.

Once such an evaluation framework is in place, the framework may also be used for
1) To determine the quality/network parameters for existing 3GPP technologies – referred to as anchors
2) To determine the quality/network parameters for new technologies - referred to as technologies under test
3) Typically, for each of the above not a single configuration is tested, but a tuple (for example to obtain quality rate curves)
4) To compare anchors with technologies under test using the results of the tuples.

The evaluation framework is documented in the figure below and follows the principles as defined in TR 26.955.
[image: Diagram

Description automatically generated] 
Based on all of the results for anchors and tests, technologies may be compared in a characterization framework as shown below
[image: A diagram of a diagram

Description automatically generated]
4	Evaluation Framework for B2D Delivery
Based on the discussion in clause 2, 3 and 4, an adjusted common evaluation framework for Beyond 2D is presented following Figure 5.1-1.
For evaluating a scenario, it is expected that the following information is present:
· Representative Reference Sequences that reflect the scenario are collected and stored in a well defined B2DV format. 
· A video encoding system takes the the B2DV reference sequences and produces one or more bitstreams together with metadata which is packaged into a delivery format. 
· The actual packaging may not be done, but a "pseudo"-packing is applied that allows to interface with the video decoder of the system, but also allows to evaluate a bitrate determination. 
· Packaging may for example be just to assume interleaving of samples from different video streams, adding relevant metadata that is not included in the bitstream, etc.
· A well-defined format should be defined to estimate the resulting bitrate.
· The data is then unpackaged such that it can be made available to the B2D video decoder in its appropriate format. The B2D video decoder input format is out of scope for the evalution. The B2D video decoder reconstructs at the output the a signal in B2DV format again. The sequences may also be inspected subjectively on a 2D plane or in a device that supports B2D rendering.
· By full-reference evaluation and by using the B2DV packed streams, metrics are generated.

[image: ]
Figure 5.1-1 High-Level evaluation framework



[bookmark: _Toc100840517]5	Metrics
Table 3-1 summarizes the identified open issues on Metrics
	Number
	Issue
	Responsible



[bookmark: _Toc100840518]6	Reference Sequences
The reference sequences for the anchor generation are provided below.
· Pink: reference sequences are missing
· Yellow: reference sequences are selected, but not yet frozen.
· Green: Reference Sequences are frozen
	Scenario
	Clause
	Reference Sequences
	Notes

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	



7	Reference Software and Configurations Anchors
The configuration files for the anchor generation are provided below.
· Pink: configurations are missing
· Yellow: configurations are available, but not yet frozen. Comments still welcome
· Green: Configurations are frozen


	Scenario
	Clause
	General constraints
	Codec A configurations
	Codec X configurations
	Notes

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	



[bookmark: _Toc100840520]8	Anchors and Metrics
· Pink: anchors definitions are missing
· Yellow: anchors defined, but open for comments
· Cyan: anchor definition frozen, but not yet produced
· Green: anchors available
	Scenario
	Clause
	Codec A anchors
	Codec X anchors
	Notes

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	




[bookmark: _Toc100840521]9	Verification Anchors
· Pink: verification missing
· Yellow: verification assigned to someone
· Green: verification done

	Scenario
	Clause
	Codec A anchors
	Codec X anchors
	Notes

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


[bookmark: _Toc100840522]10	Reference Software and Configuration Tests
The configuration files for the anchor generation are provided below.
· Pink: configurations are missing
· Yellow: configurations are available, but not yet frozen. Comments still welcome
· Green: Configurations are frozen
	Scenario
	Clause
	Codec A configurations
	Codec B configurations
	Codec X configurations
	Notes

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	



Table 8-1 summarizes the open issues on Configurations.
	Number
	Issue
	Responsible



[bookmark: _Toc100840523]11	Tests
· Pink: test definitions are missing
· Yellow: tests defined, but open for comments
· Cyan: test definition frozen, but not yet produced
· Green: tests available

	Scenario
	Clause
	Codec A Tests
	Codec B Tests 
	Codec X Tests
	Notes

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	



Table 6-1 summarizes the open issues on Configurations.
	Number
	Issue
	Responsible



[bookmark: _Toc100840524]12	Verification Tests
· Pink: verification missing
· Yellow: verification assigned to someone
· Green: verification done

	Scenario
	Clause
	Code A Tests
	Codec B Tests
	Codec X Tests
	Notes

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


[bookmark: _Toc100840525][bookmark: _Toc12186][bookmark: _Toc23184][bookmark: _Toc3289][bookmark: _Toc25412][bookmark: _Toc32541][bookmark: _Toc358]13	Characterization
Table 11-1 summarizes the open issues on Characterization.

[bookmark: _Toc100840526]14	Software
see above actions that relate to the software.
[bookmark: _Toc100840527]15	Online Repository
CSV of all Files are provided here: 
All reference sequences are documented.
Table 13-1 summarizes the open issues on Online Repository.
	Number
	Issue
	Responsible



Other content issues are documented here:
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