3GPP TSG SA WG4#128	Tdoc S4-241039
Jeju, South Korea, 20-24 May 2024
Source:	Xiaomi Technology
Title:	Harmonized proposal of an example audio capture processing solution
Document for:	Discussion &Agreement
Agenda Item:	7.8
[bookmark: _Toc150942832][bookmark: _Toc150943096][bookmark: _Toc150943854][bookmark: _Toc150985108][bookmark: _Toc163681749]1.Introduction
[bookmark: _Hlk165364495]This proposal is aimed to harmonize the contents of “Example design of spatial audio capture for multi-microphone UE devices” and “Example design of spatial audio capture for multi-microphone UE devices” in 3GPP TR 26.933[1], as well as the contribution S4aA240016[2]. It is to get an example audio capture solution. There are also updates for the “capture scenario” parts.
2.Proposals
The detail proposals are described as following.
8.1 Capture scenarios
8.1.1 Telephony communications
Capturing Type: Multi-Microphone Capturing 
Description

Summary

Call was established between Tom and Harry.
Tom device has multi-microphone capturing capability and Harry conversing via headphones connected to his communication device. 
During the conversation with Harry, Tom wishes to share his experience and he changes the orientation of the portable communication device from portrait to landscape.
Tom device activates suitable microphone array configuration based on orientation of the device to maintain its intended position and to allow the listener (Harry) feel immersed in the experience sharing, providing a natural and enjoyable listening experience. 

User Story:

Tom planned vacation with his friends, and they are in the Bhutan airport. One of Tom’s friend, Harry who is part of travel had to drop out of the vacation at the last minute. Harry felt devastated as he called Tom to break the news. To lighten up Harry’s mood and ensure she didn’t feel left out, Tom came up with an idea of sharing vacation experience with Harry daily. Tom knew it wasn’t the same as having Harry there in person, but he determined to make Harry feel like a part of the trip, even from afar. As Tom and his rest of the friends are at the observatory deck of the airport, decided to share his experience from day-0 (flights land off - takeoff, airport ambience, picturesque mountains in the backdrop etc.,) to Harry. Tom extends his hand holding his communication device in landscape mode towards the flight landing and takeoff with beautiful mountain view at the background. Harry can now view and listen to the airport observatory deck scene clearly which brought a smile on Harry’s face, as she feels she is part of the scene. As Tom and rest of their friends embarked on their vacation, he stayed true to his promise by giving virtual tour of day’s highlights to Harry. 

Device
UE (Smartphone, Tablet), Headphones (Over the ear, on ear, In ear)

Pre-condition:
Tom’s UE implements multi-microphone capture with activation of relevant microphones.
Headphone connected to Harry’s UE

Feasibility

[bookmark: _Int_D0oh6Rgr]Availability of Multi-microphone capture is getting more common on smartphones.

Potential Processing Solutions 
· Analog-Digital Conversion (ADC), Echo Cancellation, Noise Suppression, Automatic Gain Control, activation of suitable microphones based on device orientation.

8.2 [bookmark: _Hlk165575177]Capture solution for end-user devices
8.2.1 Overview
Support of immersive voice and audio services by end-user devices requires successful combination of several audio technologies and appropriate product design for taking full advantage of the new immersive capabilities. Relevant devices (UE) can come in many shapes and sizes (form factors) for different use cases, and even traditionally dominant UE form factors such as mobile devices can be expected to be used in new ways, e.g., multiple orientations (landscape and portrait) in different use cases and applications that provide immersive voice and audio communication. 
Multi-microphone is used to get expected audio signals for end-user devices, the following figure 8.2.2-1 illustrates one example process of generating audio signals.
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Figure 8.2.1-1 example process of generating audio signals.
8.2.2 Compensation
Compensation bock is used to improve the quality of microphone signals, specifically to smooth the frequency responses and minimize the mismatch within microphone arrays. One of the classic solutions is using the EQ filter to change the responses of the microphone signals. Generally,it usually smooths the microphone response of each channel  according to the measured microphone response, this make microphone signal comparable to each other.
8.2.3 Enhancement
8.2.3.1 Introduction
Enhancement block consists of multiple different operations which aim at improving audio quality considering the targeted audio source or sources. These operations can include for example AEC, noise reduction, audio focusing and etc.
8.2.3.2 AEC 
AEC is typically performed separately for each microphone signal, but alternative solutions can also be considered. The target of AEC processing is to remove the loudspeaker signal component from the microphone signals based on a reference signal. In the case of stereo playback both stereo channels are needed as reference inputs for the AEC.  
The baseline approach is to apply traditional Acoustic Echo Cancellation on the individual microphone channels. Traditional AEC solution has been to use linear AEC filter which is followed by residual echo suppression (RES). Nowadays RES is often implemented using DNN. Recently, also solutions in which the whole AEC is managed with a single DNN have been introduced.  
8.2.3.3 Noise reduction
8.2.3.3.1 Introduction
In monaural speech audio, the main emphasis is on capturing the speech signal, however, spatial audio offers the additional advantage of presenting the ambience. As a result, certain ambient sounds, which might be dismissed as background noise in monaural speech audio, are effectively conveyed in spatial audio. The interpretation of noise varies between monaural and spatial audio. Although device floor noise like microphone noise and wind noise are still classified as noise, other non-speech sounds originating from the actual environment enhance the atmosphere and may be considered effective signals in spatial audio according to scenarios.
8.2.3.3.2 Wind noise reduction 
The baseline approach is to apply wind noise reduction on the individual microphone channel by non-linear signal processing. A DNN based noise reduction/speech isolation trained on wind noise is also found to be effective to reduce wind noise. Such a system performs well to maintain speech but incurs a higher processing costs and latency. 
8.2.3.3.3 Microphone noise reduction
Microphone noise reduction targets to remove self-noise generated by the microphones. It is generally based on defining the noise floor of the microphones.  
8.2.3.3.4 Background noise reduction 
Background noise reduction can be used to increase intelligibility of the captured speech. It generally makes audio more pleasant to listen to and can be used to remove irrelevant components from the captured audio. Depending on the use case, background noise reduction may only remove continuous noise such as air-conditioner noise or traffic noise, or it may, e.g., aim at removing everything but speech from the captured audio. Content or context-based classification and processing can be employed if different noise reduction processing is desired, e.g., for speech and music. For immersive voice and audio, background noise reduction settings may be more contextual than for traditional mono voice and audio. Noise reduction can also be required for accessibility purposes. DNN-based solutions are commonly used for noise reduction.
8.2.3.3.5 Audio focusing
Audio focusing can be used to focus spatial audio capture into preferred direction. The focus direction can be defined automatically or manually depending on the use case. With suitably selected microphone locations good focus performance can be achieved using beamforming. Audio focusing can be used for content creation or accessibility purposes.
8.2.4 Audio format conversion
8.2.4.1 Introduction
Th audio format conversion is used to convert the enhanced microphone signals into an expected format audio signal. The following clauses give example processing for smartphone devices. 
8.2.4.2 Example of stereo processing
The stereo processing transforms the microphone signals into a standard stereo audio. It employs two or more microphones on the smartphone to create left and right channels. As the stereo audio, sounds coming from different angles present varied ICTD and ICLD. Concurrently, sounds from various angles present a phase difference between the microphones, which can be leveraged to modify ICTD and ICLD for different degrees. A transforming matrix could be constructed based on this information, and technologies such as beamforming may be utilized.
8.2.4.3 Example of scene-based audio processing
8.2.4.3.1 Introduction
The example solution uses the content based processing module and ambisonics upmixer module to get scene-based audio signals.
8.2.4.3.2 Content based processing
Content based processing is an optional set of processing that can greatly enhance spatial experience by identifying the content type and applying specific enhancements. Since the processing is content dependent, a general audio classifier or a speech isolation processing is necessary to identify regions of interest. Classification across music, speech and background noise has been found suitable for relevant scenarios. A real-time classifier might have delayed response to events, and false transitions might be triggered due to low or no lookahead. A classifier confidence smoothing, or a state machine can be employed to minimize false transitions and identify class switching events.  
8.2.4.3.3 Ambisonic upmixer
This block is responsible for mapping the multi-microphone capture to first order ambisonics or higher. Out of the various techniques to upmix a multi-microphone capture to FOA, a perceptually designed static upmix matrix yields reasonably accurate spatial performance with few or no drawbacks. The response per frequency band is generated across each microphone towards each ambisonic channel using: i) a model of how each microphone responds to the incoming sound field from a dense set of directions, based on finite element method simulations which account for the 3D placement of microphones across device body structure and resultant acoustic energy transfer; ii) a perceptually-motivated optimisation where the complex upmix matrix coefficients are determined based on the data computed at the simulation step, and a target perceptual spatial accuracy. These steps of analysis, simulation and upmix design are performed offline once per device by assuming a simpler 3D geometry of the device and microphones as point sinks. 
The Upmixer utilizes the static matrix and applies per frequency band transformation to achieve ambisonic channel output. 
8.2.4.4 Example of parametric spatial audio processing
8.2.4.4.1 Introduction
The example solution uses the downmixing module and spatial analysis module to get ambisonics signals.
8.2.4.4.2 Downmixing
With parametric spatial audio capture, output spatial audio can be synthesized with one or two audio channels and metadata. Therefore, the number of audio channels can be reduced before synthesis. This can be achieved by selecting one or two representative audio channels from the audio enhancement block output.
8.2.4.4.3 Spatial analysis
The target of spatial analysis in parametric spatial audio capture is to estimate spatial properties of the captured audio signal (audio scene) and generate metadata, which can be later utilized in spatial synthesis or rendering. Spatial analysis uses information of the device shape and the locations of the microphones. It is common to perform spatial analysis for frequency domain sub-bands, and analysis can be based, e.g., on coherence and level analysis between the microphone signals. To make sure spatial analysis works properly, it is important that echo is properly removed from the captured signal (see, AEC in clause 8.2.4.2) and, on the other hand, that audio enhancement processing (see clause 8.2.4) has maintained relevant spatial cues in the signals.  

In an example spatial analysis, the direction of one or more dominant sound sources are analyzed for every sub-band. In addition, the directional energy and other spatial parameters are estimated. For example, the directional energy can be a ratio relative to the total energy of the corresponding sub-band. Together the analyzed parameters form the metadata for the parametric spatial audio format. The selected audio signals (e.g., mono or stereo) and the analyzed metadata can then be provided as input to spatial synthesis or used, e.g., in audio transmission (as codec input). 
8.2.5 Post-proc
Post-proc which typically the Automatic Gain Control (AGC) is utilized to adjust the signals to a suitable level for listening. AGC typically also includes limiter which is designed to prevent signal saturation. 

3.Conclusions
It is suggested to accept the proposal parts and include them into TR 26.933 firstly , then to delete the corresponding parts of chapter 8.1, “Example design of spatial audio capture for multi-microphone UE devices” and “Example design of spatial audio capture for multi-microphone UE devices” .
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