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Next change
6.X	Scenario X: Beyond 2D Live Streaming
6.X.1		Motivation
Live Streaming services can be deployed across various platforms, including social media platforms like YouTube Live, Facebook Live, and TikTok, as well as though e-commerce platforms such as eBay and Taobao [7]. It significantly impact marketing by providing a dynamic and interactive channel to directly connect  markets and their target audiences in real time. In 2023, US livestream sales are projected to reach $50 billion, according to Coresight Research [8]. 
In 3GPP TR 26.955 [9] clause 6.2, Full HD Streaming has been introduced, complemented by 5G Media Streaming [11] and the TV Video Profiles [12] specifications. Additionally, TS 26.118 [6] defines VR profiles for streaming applications, focusing on the coded representation of 360 VR distribution signals. However, advancements in capturing devices (e.g., ToF cameras, phones equipped with depth sensors, spatial cameras) and displays technology (e.g., HMDs, AR Glasses, MR HMDs, glasses-free autostereoscopic displays, and multiscopic displays), are reshaping video services beyond traditional two-dimensional formats. The integration of beyond 2D video into Live Streaming services can create a more life-like and immersive experience. 
The scenario is shown in the below figure (NOTE that for TR, the figure likely cannot be re-used). For UE capable of directly capturing beyond 2D video on the device (e.g., UE equipped with ToF, LiDAR or Spatial camera), it pre-processes the captured video frames into a well-defined B2D format and sends them to the encoder as input. The encoded B2D video streams are then streamed to the streaming server within the network, where the server may transcode them into different bitrates and distribute them to various audiences. The receiving end decodes B2D video streams and perform post-processing to adapt to the rendering system.
[image: ]
For UE limited to capturing only 2D video (e.g., UE with a monocular camera), the UE initially encodes the regular 2D video and streams it to a cloud server capable of real-time 2D-to-beyond 2D conversion (the process is described in the pipeline below). The cloud server then encodes the converted B2D video and streams it to the streaming server.
· Pipeline for 2D-to-beyond 2D conversion:
[image: ]
On the other hand, AI-generated representations, particularly highlighted by techniques like NeRF/3DGS, have gradually emerged in the domain of beyond 2D video formats. These technologies show great promise in achieving high-resolution photorealistic results, real-time rendering, and bandwidth reduction. 
For NeRF, it uses a single neural network to represent an entire 3D scene. As for 3DGS, proposed in the middle of the year 2023, it reconstructs 3D scenes by training Gaussian points in 3D space. Both methods can allow the obtaining of images directly from specified viewpoints. The training process for AI-generated representations only require images and camera parameters as input. The corresponding output images can be obtained by simply inputting the camera parameters.
[The informative knowledge:
Observations: 
· Performance: the latest 3DGS model can perform fast-on-the-fly per-frame reconstruction within 12 seconds and real-time rendering at 200 FPS, and AI-generated representations are continually being optimized to meet the requirement to be used in streaming services.
· UE Support: 3DGS/NeRF can be used in mobile devices, e.g.,:
· KIRI Engine - 3D Gaussian Splatting on Android and iOS mobile devices: https://rebusfarm.net/news/kiri-engine-3d-gaussian-splatting-on-android-and-ios
· Generating 3D scenes from 2D images more efficiently – Mobile NeRF rendering using Vulkan on Adreno GPU
https://www.qualcomm.com/developer/blog/2023/12/generating-3d-scenes-2d-images-more-efficiently-mobile-nerf-rendering-using-vulkan-adreno-gpu
· Market services: These technologies are incorporated into services available in the market.
· Nividia Instant NeRF: https://www.nvidia.com/en-us/research/nerf-vr-contest/
[image: ]]
Based on the knowledge of AI-generated representations provided above, the workflow for AI-generated representations is described as follows:
UE first streams the encoded 2D video to a cloud server, which employs on-the-fly AI training to generate B2D video sequences (e.g., multi-view, multi-view+depth...) in real-time. These B2D video frames are then encoded in the server and streamed to a streaming server for distribution to the receiving ends. The receiving end decodes B2D video streams and perform post-processing to adapt to the rendering system.
[image: ]
[bookmark: _Toc41600614][bookmark: _Toc49377038][bookmark: _Toc55813027][bookmark: _Toc104459277]6.X.2	Description of the Anticipated Application
In the context of 3GPP services, 5G Media Streaming [11] as well as the VR Profiles for streaming applications [6] are specifications address this streaming scenario. Both, 5G Media Streaming [11] and VR Profiles for streaming applications [6] builds on DASH distribution. From 3GPP TS 26.118, the following operation points may be considered in the scope of the Beyond 2D Streaming Scenario:
-	Basic H.264/AVC Operation Point as defined in TS 26.118 [6], clause 5.1.4
-	Main H.265/HEVC Operation Point as defined in TS 26.118 [6], clause 5.1.5
-	Flexible H.265/HEVC Operation Point as defined in TS 26.118 [6], clause 5.1.6
-	8K H.265/HEVC Operation Point as defined in TS 26.118 [6], clause 5.1.7
The considered scenario is the distribution of B2D video content through DASH/CMAF/HLS based streaming. Important aspects that are expected to be considered when evaluating a codec in the context of this:
-	Quality and Coding Efficiency:
-	High and uninterrupted visual quality, talking into account the service constraints
-	Any savings can provide significant benefits due to the expected large volume of the traffic either in quality or network utilization
- 	Considered settings for encoding:
-		Low latency Settings
-		Regular Random Access, typically every 1-2 seconds 
-	Encoding in this scenario is typically done as:
-		Live and On-Demand distribution and encoding
- 	Server and Cloud-based Encoding
[bookmark: _Toc55813028][bookmark: _Toc49377039][bookmark: _Toc41600615][bookmark: _Toc104459278]6.X.3	B2D Video Formats
Table 6.X.3-1 provides an overview of typical beyond 2D source signal properties for UE-to-UE Live Streaming. This information is used to select proper test sequences.
Table 6.x.3-1 Beyond 2D Source Format Properties for UE-to-UE Live Streaming
	Source format properties
	B2D Live Streaming

	Number of views
	2

	Spatial resolution for each view
	Full Width:
3840 x 1080
Full Height:
1920 x 2160
2560 x 3200
Half Width/Height:
1920 x 1080
2560 x 1600

	Chroma format
	Y’CbCr, RGB

	Chroma subsampling
	4:2:0

	Picture aspect ratio
	32:9 
16:9 
16:10

	Frame rates
	25, 30, 60, 90, 120 Hz 

	Bit depth
	8, 10

	Colour space formats
	BT.709,BT.2020

	Transfer characteristics
	BT.709,BT.2020



[bookmark: _Toc104459279][bookmark: _Toc41600616][bookmark: _Toc49377040][bookmark: _Toc55813029]6.x.4	Encoding and Decoding Constraints
Table 6.x.4-1 provides an overview of encoding and decoding constraints for H.264/AVC and H.265/HEVC for UE-to-UE Live Streaming scenario. This information supports the definition of detailed anchor conditions.
Table 6.x.4-1 Encoding and Decoding Configurations
	Encoding and Decoding Constraints
	H.264/AVC
	H.265/HEVC

	Relevant Codec and Codec Profile/Levels
	H.264/AVC Progressive 
High Profile 4.2
	H.265/HEVC Main 10 Profile  
Level 4.1, 5.1

	Random access frequency
	1 second
	1 seconds

	Bit rates and quality configuration
	Fixed QP
CBR
Half Width/Height: 4-8Mbps
Full Width/Height: 8-16Mbps
Capped-VBR
	Fixed QP
CBR
Half Width/Height: 5-8Mbps
Full Width/Height: 8-16Mbps
Capped-VBR

	Bit rate parameters (CBR, VBR, CAE, HRD parameters)
	Covering a range of relevant bitrates and qualities
	Covering a range of relevant bitrates and qualities

	Latency requirements and specific encoding settings
	Low latency requirements
	Low latency requirements

	Encoding complexity context 
	Real-time encoding, Cloud-based encoding
	Real-time encoding, Cloud-based encoding

	Required decoding capabilities
	H.264/AVC Progressive 
High Profile 4.2
	H.265/HEVC Main 10 Profile  
Level 4.1, 5.1


[bookmark: _Toc104459280]6.x.5	Performance Metrics
The following metrics are expected to be reported
 <tbd>
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At 8K resolution, the 3DGS model demonstrates
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