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Federated learning among multiple NWDAFs is a machine learning technique in core network that trains an ML Model across multiple decentralized entities holding local data set, without exchanging/sharing local data set. This approach stands in contrast to centralized machine learning techniques where all the local datasets are uploaded to one server, thus allowing to address critical issues such as data privacy, data security, data access rights.
NOTE 1:	Horizontal Federated Learning is supported among multiple NWDAFs, which means the local data set in different FL client NWDAFs have the same feature space for different samples (e.g. UE IDs).
For Federated Learning supported by multiple NWDAFs containing MTLF, there is one NWDAF containing MTLF acting as FL server (called FL server NWDAF for short) and multiple NWDAFs containing MTLF acting as FL client (called FL client NWDAF for short), the main functionality includes:
FL server NWDAF:
-	discovers and selects FL client NWDAFs to participant in an FL procedure
-	requests FL client NWDAFs to do local model training and to report local model information.
-	generates global ML Model by aggregating local model information from FL client NWDAFs.
-	sends the global ML Model back to FL client NWDAFs to perform an additional training iteration if needed.
FL client NWDAF:
-	locally trains ML Model as tasked by the FL server NWDAF with the available local data set, which includes the data that may not be allowed to be shared with other FL client NWDAFs due to e.g. data privacy, data security, data access rights.
-	reports the trained local ML Model information to the FL server NWDAF.
-	receives the global ML Model from FL server NWDAF and perform an additional training iteration if needed.
FL server NWDAF or FL client NWDAF register to NRF with their FL capability information as described in clause 5.2.
The NWDAF containing MTLF determines to train an ML Model either based on local configuration or when it receives a request from NWDAF containing AnLF. The NWDAF containing MTLF further determines whether the ML Model should be trained via FL mechanism based on Analytic ID, Service Area/DNAI or when data can not be obtained directly from data producer NF (e.g. due to data privacy, data security). The NWDAF containing AnLF is not aware whether the ML Model is trained based on FL or not.
If the NWDAF containing MTLF can act as an FL server for the ML Model training, then FL procedure is initiated by the NWDAF containing MTLF as FL server NWDAF directly.
If the NWDAF containing MTLF determines to train an ML Model based on local configuration and the FL mechanism is required, but the NWDAF containing MTLF can't act as an FL server, the NWDAF containing MTLF should discover an FL server NWDAF as described in clause 5.2 and request the FL server NWDAF to provide the trained ML Model as described in clause 6.2C.2.2. The FL server NWDAF may determine to initiate FL procedure before providing the ML Model.
If the ML Model training is triggered by the request from NWDAF containing AnLF, the NWDAF containing MTLF determines the FL mechanism is required but it can not act as an FL server, the NWDAF containing MTLF should discover an FL server NWDAF as described in clause 5.2 and request the FL server NWDAF to provide the trained ML Model as described in clause 6.2C.2.2. The Notification Target Address and the Notification Correlation ID fromendpoint of the NWDAF containing AnLF is provided in the request message sent to the FL server NWDAF. The FL server NWDAF may determine to initiate FL procedure before providing the ML Model. The FL server NWDAF sends the ML Model information to the notification endpoint (e.g. the NWDAF containing AnLF) after the ML Model training success.
NOTE 2:	The security procedure on authorizating FL server to initiate FL procedure on the FL client(s) is described in Annex X.9 of TS 33.501 [49]. The security procedure How to authorizeing an MTLF to request ML Models on behalf of an AnLF to another MTLF (e.g., FL server NWDAF) is described in Annex X.10 of TS 33.501 [49]up to SA WG3.
Before FL procedure is initiated by FL server NWDAF, appropriate FL client NWDAFs should be discovered by FL server NWDAF as described in clause 5.2.
When starting an FL procedure, the FL server NWDAF is to provide an initial model to each FL client NWDAF, and then each FL client NWDAF is to perform local model training using its local data set. The detailed procedure for FL among Multiple NWDAFs is described in clause 6.2C.
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[bookmark: _Toc162414081]6.2A	Procedure for ML Model Provisioning
[bookmark: _CR6_2A_0][bookmark: _Toc162414082]6.2A.0	General
This clause presents the procedure for the ML Model provisioning.
An NWDAF containing AnLF may be locally configured with (a set of) IDs of NWDAFs containing MTLF and the Analytics ID(s) supported by each NWDAF containing MTLF to retrieve trained ML Models or may use the NWDAF discovery procedure specified in clause 5.2 for discovering NWDAFs containing MTLF. An NWDAF containing MTLF may determine that further training for an existing ML Model is needed when it receives the ML Model subscription or the ML Model request.
A NWDAF containing MTLF may retrieve trained ML Models from other NWDAF containing MTLF as described in clause 5.3. The NWDAF containing MTLF determines to train a ML Model either based on the request from NWDAF containing AnLF, or based on local configuration. The NWDAF containing MTLF further determines the FL procedure is required but it can not act as an FL server, therefore, the NWDAF containing MTLF should discover an FL server NWDAF as described in clause 5.2 and request the ML Model provisioning from the FL server NWDAF. How to protect the trained ML Model file from being used without authorization e.g. being forwarded byfrom an NWDAF containing MTLF that has retrieved a model from another NWDAF containing MTLF is defined in Annex X.10 of TS 33.501  [49].
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