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Abstract of the contribution: This contribution proposes an interim conclusion for KI#1. 
1. 
Discussion 
Based on the discussion on NWM and documented solutions in TR 23.700-84, this contribution proposes interim conclusions for KI#1. 

3. 
Proposal

It is proposed to update TR 23.700-84 as follows:
* * * First change (ALL NEW TEXT) * * * *

8.1 Key Issue1: Enhancements to LCS to support Direct AI/ML based Positioning
The conclusion for supporting Direct AI/ML based Positioning is based on the following principles:

Principle #1: LMF with Direct AI/ML based positioning capability performs model inference to calculate UE location based on the model provided by NWDAF containing MTLF.

NOTE 1: The LMF may be co-located with AnLF, and the interaction between LMF and AnLF will not be defined in Rel-19;
Principle #2: MTLF with model training capability for Direct AI/ML based Positioning should be selected by LMF from NRF. The MTLF registers to the NRF in its NF profile with: Indication of supporting ML Model training for Direct AI/ML based positioning, ML Model Filter information,
ML Model Interoperability indicator.

NOTE 2: Other parameters already supported by existing specification refer to TS 23.288.
Principle #3: NWDAF containing MTLF trains ML model for Direct AI/ML based Positioning based on request from the LMF or internal trigger.
-
P#3.1 MTLF collects training data per UE or per area from data sources including LMF (e.g. UE/gNB measurement data, positioning method, time stamp, ground truth data) and maybe other entities in 5GC if needed (e.g. additional ground truth data, historical data stored in ADRF by LMF);
-
P#3.2 Data is collected by MTLF from LMF with Direct AI based positioning capability.

NOTE 3: The user’s authorization/consent of collecting UE related training data is needed.
Principle #4: LMF or MTLF performs model performance monitoring for Direct AI/ML based Positioning.

-
P#4.1 Based on the result of model performance monitoring, the LMF may determine to stop or restart Direct AI/ML based Positioning.

Principle #5: The RAN and UE data used for model training, inference and model performance monitoring for Direct AI/ML based positioning will be decided by RAN WGs, and SA WG2 will align with RAN WGs.

* * * * End of changes * * * *
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