


SA WG2 Temporary Document
Page 1

[bookmark: _Hlk91753531]SA WG2 Meeting #163	S2-2406241
27 - 31 May, 2024, Jeju, South Korea	(revision of S2-240)
	
Source: 	Nokia	
Title: 	Conclusion for KI 8
Document for: 	Approval
Agenda Item: 	19.3 
Work Item / Release:	FS_XRM_Ph2 / Rel-19
Abstract of the contribution: Conclusion for KI 8
1 Discussion
In SA2#160 pCR S2-2401466 proposing new KI for tethering was approved. From the pCR: 
“In some XR services, the end point for those XRM service is not the UE but is the tethered device behind the UE, e.g. AR glasses tethering the cell phone. The traffic from tethered devices may require differentiated QoS handling.
This key issue aims at addressing the following points:
· Study whether and how to identify traffic flows from the tethered devices behind the UE from the uplink traffic (e.g. traffic from different tethered devices may be mapped to different QoS Flows to enable QoS differentiation).
NOTE1: At the conclusion phase, it will be determined whether the solution is also applicable to 5G RG.”
From UE perspective the tethering can be classified into two scenarios.
1. XR application runs only in a tethered device.
2. XR application runs in a UE but uses a tethered device.

In first tethering scenario, illustrated in figure 1, the XR application is running only in a tethered device, (or the media processing is split between the tethered device and the network). The UE’s role is to provide IP connectivity by acting as a wireless GW or relay for a tethered device. An issue discussed below is the gateway in the UE may carry out NAT .  The 5GS sees traffic flows from/to tethered device as a service data flows.  


Figure 1: XR application runs in a tethered device.
In a second scenario (figure 2) the XR application is running in a UE, or the processing is split between the UE and the tethered device (or network). In this case the XR application in the UE hides the connection between the tethered device and the UE from the 5GS. From the network perspective there is no difference in this scenario to the regular non-tethering case (especially the XRM traffic terminates in the UE so the XRM client can be addressed based on actual UE IP address), therefore no work needs to be done to support this scenario.  



Figure 2. XR application runs in a UE.

Tethered traffic identification
Dedicated IP address is assigned to the tethered device (IP host) connected to the UE. If the assigned IP address is a public address seen by the communicating peer, 5G system can always identify application flows based on the flow description information received in the AF Session with Required QoS -request.
However, only single IP address (IPv4) is typically allocated for the UE and tethering is supported via NA(P)Ts in the UE. UE supporting NA(P)T functionality allocates private IP addresses for the tethered IP devices and NA(P)T function performs address and port translation between the private IP addresses and the address assigned by the 5GS for the UE.  Thus, the IP address considered by the XRM client on the device may be IP@1 (see figures) different from the IP address as considered by the XR AS. The 5GS system may also use private addressing and the corresponding NAT may be implemented in the UPF leading to the traffic handled by the XRM AS to use an IP@3 different from the 5GC IP address of the UE IP@2 .  Figures 3–5 illustrate different location options for NA(P)T. 



Figure 3. NAT at the UE.


Figure 4. NAT at the UPF.


Figure 5. NAT at the UE and the UPF.
When NA(P)Ts exist between the tethered device and the application server the IP addresses and port numbers seen by the XR client, XR AS and associated AF may be different from the IP addresses and port numbers used inside 5GS for the same flow.  If XR connections is established directly from tethered host to XR AS the XR AS (and the AF associated) are only aware of the “public” IP address (IP@2 IP@3 in figures 3-5) and corresponding application flows. The AF may not know if NATs exist, and if the UE is allocated different IP@ by the 5GS. 
If connections between the tethered host and the XR AS are established with protocols such as ICE and SDP the AF may be made aware of the IP addresses and ports seen by both the tethered host and the XR AS (IP@1 and IP@2 in figures 3-5), but AF does not know where the NA(P)T is located and therefore which IP address is used inside 5GS. 
The XRM client can (and should) learn from ICE signalling tethered host’s private and public address and provide this information to the AF.  The AF then needs to determine which IP address 5GS is using for the host (IP@2) for the flow description in the AF request for AF session with required QoS to be understood by the 5GS.  

The 5GS can resolve IP address transport port pair allocated for a UE in all scenarios mentioned above with:
· If AF has learned both a private- and public IP address/transport port pairs from the ICE signalling, the flow descriptors (for AF Session with Required QoS -request) are derived from the public address/port (or are derived from the UE IP address as detected by the AS).  
· At reception of AF request (AF Session with Required QoS), the NEF determines if the UE IP address of the flow description belongs to address range used by 5GS for UE addressing. 
If IP address in the flow description information belongs to 5GS address range AF session with required QoS procedure continues as specified in [4.15.6.6 of TS 23.502]. 
· If UE IP address in the flow description is not part of the 5GS address range NEF determines that the UE’s IP address is a public address and translated at the UPF and invokes Nupf_GetUEPrivateIPaddrAndIdentifiers -procedure [5.2.26.3 of TS 23.502] to enquire the public address/port – 5GS address/port translation information. The Nupf_GetUEPrivateIPaddrAndIdentifiers – service is enhanced to contain also transport port information in the request and response messages. 

Based on the address/port translation information received from the UPF, the NEF can use the 5GS address/port information for the flow to run AF Session with Required QoS 
Based on the analysis above it is concluded that:
1.	There is NO need to manage tethered devices information in order to support this KI#8. The AF and 5GS just need proper traffic (e.g. IP address, port) filter to associate the XRM flows of the tethered device with proper QoS handling.
2.	(as part of KI 8) No normative work will be done to support the Tethering cases, where the XRM application is running (possibly partly) in the UE 
3.	Nupf_GetUEPrivateIPaddrAndIdentifiers – service is enhanced to contain also transport port information in the request and response messages
4.	An (informative) Annex will describe a few assumptions for proper support of XRM clients running on a tethered device
a.	The XRM client on the tethered device should run ICE (STUN/TURN) like mechanisms to detect its potentially NATed IP address and should provide the XRM server with both its local IP(+port) addressing information and the IP(+port) addressing information discovered via these ICE (STUN/TURN) like mechanisms
b.	The XRM AF may use this IP(+port)  addressing information when providing traffic filters via Nnef_AFsessionWithQoS API (e.g. considering only addressing information corresponding to public IP addresses or to the IP network where the XRM AS is located)
c.	The XRM client application (on the device) may provide (via mechanisms out of scope of 3GPP) to the XRM AS information on the local delay between the tethered device and the UE for the AS/AF to consider when using Nnef_AFsessionWithQoS API
2 Proposal
[bookmark: _Hlk513714389]It is proposed to update TR 23.700-70 as follows ALL text is NEW
[bookmark: _Toc165020776]8.8	Conclusions for Key Issue #8	
The following aspects are concluded as principles for the normative work:
1.	There is NO need to manage tethered devices information in order to support this KI#8. The AF and 5GS just need proper traffic filter (e.g. IP address, port) to associate the XRM flows of the tethered device with proper QoS handling.
2.	No normative work will be done to support the Tethering cases, where the XRM application is running (possibly partly) in the UE .
3.	Nupf_GetUEPrivateIPaddrAndIdentifiers – service is enhanced to contain also transport port information in the request and response messages.
4.	An (informative) 23.501 Annex will describe a few assumptions for proper support of XRM clients running on a tethered device
a.	The XRM client on the tethered device should run ICE (STUN/TURN) like mechanisms to detect its potentially NATed IP address and should provide the XRM server with both its local IP(+port) addressing information and the IP(+port) addressing information discovered via these ICE (STUN/TURN) like mechanisms
b.	The XRM AF may use this IP (+port) addressing information when providing traffic filters via Nnef_AFsessionWithQoS API (e.g. considering only addressing information corresponding to public IP addresses or to the IP network where the XRM AS is located)
c.	The XRM client application (on the device) may provide (via mechanisms out of scope of 3GPP) to the XRM AS information on the local delay between the tethered device and the UE for the AS/AF to consider when using Nnef_AFsessionWithQoS API
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Figure 1: XR application runs in a tethered device.
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Figure 2. XR application runs in a UE.
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  Figure 1: XR application runs in a tethered device.   In a second scenario (figure 2) the XR application is running in a UE, or the processing is split between the UE and the  tethered device (or network). In this case the XR application in the UE hides the connection between the tethered device  and the UE from the 5GS. From the network perspective there is no difference in this scenario to the regular non - tethering case   (especially the XRM traffic terminates in the UE so the XRM client can be addressed based on actual UE  IP address) , therefore no work  needs to   be done to  support  this scenario.      
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  Figure 2. XR application runs in a UE.  

