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Abstract of the contribution: This paper proposes conclusions for key issue 1.

[bookmark: _Toc352077766]1. Discussion
This paper proposes conclusions on KI#1. This KI addresses the required enhancement to LCS to support AI/ML positioning with LMF-side model.  Direct AI/ML positioning use case requires fast (near real-time) inference based on the PRS measurements. 
As presented in the KI definition, the following issues needed to be studied and addressed: 
1) Data collection for training,
2) Model (re-)training, 
3) Inference using real-time data,
4) Model performance Monitoring.
Data collection:
The RAN and UE data used for model training, inference and model performance monitoring for Direct AI/ML based positioning will be decided by RAN WGs. SA WG2 will align with RAN WGs. The collected data needs to be tied to the collecting point (e.g., Cell ID) to allow the training entity or the LMF performing entity to select right model.
During the normative phase it is required to focus on efficient data collection (e.g., collecting related data for a group of UEs in a given area), user privacy, and continuous improvement is crucial for building robust and accurate models. 
Model (re-)training 
Based on the analysis of the 12 proposed solutions (Solution #1- Solution #12), there are two viable options for where the training of AI/ML models can occur:
1. NWDAF-MTLF: This approach leverages existing capabilities for data collection, model training, and potential distribution of NWDAF. It also enables centralized management and potentially improves efficiency and consistency in model development.
2. LMF (Location Management Function): The AI/ML enabled LMF can also act as training entity for the LMF-side modes, where it can utilize the available collected data (both for training and inference. It also enables better selection of ML model and improves the model accuracy for specific network areas. Also distributing the training tasks potentially reducing load on a central NWDAF-MTLF.
[bookmark: _Hlk166876571]Both NWDAF-MTLF and LMF are acceptable training AI/ML models for direct AI/ML based positioning, each with its own advantages. The optimal choice might depend on factors like:
· Network architecture and deployment status of NWDAF-MTLF.
· Desired balance between centralized control and leveraging location-specific data.
· Scalability requirements and the volume of data generated for training.
· Hardware capabilities of an MTLF can be assumed to be selected for model training. LMFs were originally designed for other purposes and may thus be less suited to perform model training

Model training at LMF will require little standardization if the LMF is also enabled to do the required data collection.
Inference for AI/ML positioning
According to 3GPP TR 38.843 and proposed solutions the LMF with the AI/ML capability is the primary entity responsible for performing inference and deriving the UE's position using the trained AI/ML model. The training entity, either NWDAF-MTLF or LMF provides the relevant model to the LMF with AI/ML capabilities for inference.
The used algorithm (i.e., AI/ML-based position or legacy techniques) by the LMF with AI/ML capabilities is an implementation issue and should be left to LMF decision.
Model Performance Monitoring
The model performance monitoring is highly dependent on which entity trains the LMF-side model and data collection methods/procedures. While PRUs offer a controlled environment for monitoring, solutions don't explicitly discuss monitoring in real-world network deployments. Further exploration is needed on how to effectively monitor model performance in dynamic network conditions. Hence, the model monitoring can be concluded in normative phase.
RAN WGs are also studying this aspect and coordination is required.
[bookmark: _Toc510604409][bookmark: _Toc326248711][bookmark: _Toc97057914][bookmark: _Toc97052787][bookmark: _Toc97052459][bookmark: _Toc97057841]2. Proposal
Incorporate the following text in TR 23.700-84.

[bookmark: startOfAnnexes]* * * 1st Change (All New Text) * * * 
8.1 Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning
The MTLF may train models for direct AI/ML positioning that are used by the LMF to infer locations of UEs.
The LMF may utilizes exiting MTLF procedures to retrieve the trained model.
When receiving the request for a UE location, the LMF selects an appropriate method to determine the UE location and may select direct AI/ML positioning as method.
Input data for model training are to be determined by RAN WGs, and related procedures for data collection will be designed in coordination with RAN WGs in the normative phase.
Model accuracy monitoring will be concluded in normative phase, taking into consideration related input of RAN WGs..
*** END of changes ***

