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[bookmark: _Toc352077766]1. Discussion
Interim conclusion for Key issue 2.
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---------- Start of change(All text new) ----------
[bookmark: startOfAnnexes]8.3 Key Issue #2: 5GC Support for Vertical Federated Learning
The following principle is proposed to be the interim conclusion of KI#2:
- VFL server and VFL client naming should be used both in VFL training and VFL inference, with the definition below:
-VFL Sever: An NF(i.e. NWDAF or AF) with labels for a VFL training task that may have related input data.
-VFL Client: A VFL client with access to the required input data without the required labels for a VFL training task. There can be clients in VFL.
- VFL entities register to NRF with NF profile including VFL capability information (e.g. VFL Server, VFL Client, VFL Sever and Client)
- VFL server select VFL client(s) from NRF for VFL training process, which will also be used for subsequent VFL inference process.
For VFL training process:
- The VFL sever sends an initial model to every VFL client. 
- In every iteration in the training process, VFL server receives intermediate training result from VFL client and sends loss information or gradient information to VFL client.
- In every interation in the training process, the VFL client perform local model training, receive loss information or gradient information from VFL server and update its local model by computing gradient.
[bookmark: _GoBack]For VFL inference process:
-The VFL client performs local inference with its trained local model.
-The VFL server aggregates the local inference result from VFL client and send the final result to the consumer NF.
---------- End of change ----------
