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Introduction
The work item " Application Data Analytics Enablement Service " introduces a new SEAL functionality for application layer analytics and specifies the following analytics capabilities in the application enablement layer:

· application performance analytics.

· edge load analytics.

· performance analytics for UE-to-UE sessions.

· service experience to support application performance analytics, as well as application service management. 

· slice related application data analytics.

· slice configuration recommendation.

· location accuracy analytics.

· service API analytics.
A dedicated study (FS_ADAES) has been conducted to identify key issues, architecture requirements, functional architecture model, and corresponding solutions that are relevant to the definition of the application layer support for data analytics enablement. The results of the study are captured in 3GPP TR 23.700-36 [1] and the conclusions of the study are captured in the ADAES work item, which standardizes the analytics enablement services and identified solutions by updating the specification of 3GPP TS 23.434 [2] (for the high level architecture as part of SEAL) and by introducing a new specification (3GPP TS 23.436 [3] for the functional architecture and information flows for ADAES .
CT1 and CT3 also update specifications of 3GPP TS 24.559 [4] and 3GPP TS 29.549 [5] to implement the solutions identified by Stage 2 in SA6.
Description
Architecture enhancement for analytics enablement 
ADAES is a new enablement service (which is part of SEAL) which introduces application data analytics services (stats/predictions) to optimize the application service operation by notifying the application specific layer (aka VAL layer) for expected/predicted application service parameters changes considering both on-network and off-network deployments (e.g., related to application QoS parameters).
Figure 1 illustrates the high-level reference-based architecture for ADAES. The ADAE client communicates with the ADAE server over the ADAE-UU reference point. The ADAE client provides the support for application data analytics enablement functions to the VAL client(s) over ADAE‑C reference point. The VAL server(s) communicates with the ADAE server over the ADAE-S reference point. The ADAE server, acting as AF, may communicate with the 5G Core Network functions (over N33 reference point to NEF and N6 reference point to UPF) and OAM. Additionally, in the vertical application layer, the VAL client of UE1 communicates with VAL client of UE2 over VAL-PC5 reference point, and ADAE clients of UE1 and UE2 interact with each other over ADAE-PC5 reference points. 
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Figure 1. ADAE functional model

ADAE server in certain deployments can reuse the existing 3GPP data analytics framework for the data collection coordination, delivery and storage. Figure 2 illustrates the generic functional model for ADAE when re-using the existing data analytics model. In this model, an Application layer - Data Collection and Coordination Function (A-DCCF) is used to fetch data or put data into an Application level entity (e.g. A-ADRF, Data Source). Such A-DCCF coordinates the collection and distribution of data requested by ADAE server (over ADCCF-1, ADAE-X). ADAE server can also directly interact with the Data Sources/Producers. Also, Application layer – Analytics and Data Repository Function (A-ADRF) can be used to store historical data and/or analytics, i.e. data and/or analytics related to past time period that has been obtained by the ADAE server (via AADRF-1) or other NFs/NWDAF. ADAE server can also fetch historical data from A-ADRF. 
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Figure 2 Generic functional model based on network data analytics model
New ADAE Analytics Capabilities
In 3GPP TS 23.436 [3], a set of capabilities have been discussed including application and edge related performance analytics. The main capabilities include:
1)
Application Server or Session performance analytics 

Data analytics related to the application end-to-end QoS and statistics and predictions on the application server or application session performance and load can be useful for the application specific layer, so as to proactively identify potential adaptations of the application service and to trigger adaptations at the communication layer. Such analytics aim to provide insight on the operation and performance of an application service (VAL server or EAS, application session) and in particular statistics or prediction on parameters related to e.g. VAL server number of connections for a given time and area, VAL server rate of connection requests, connection probability failure rates, Round Trip Time (RTT) and deviations for a VAL server or VAL UE session, packet loss rates etc
2)
 Edge load analytics 

Edge load analytics provide insight on the operation and performance of an EDN and in particular statistics or prediction on parameters related to:

•
the EAS / EES load for one or more EAS/EES

•
edge platform load parameters, which include the aggregated load per EDN or per DNAI due to the edge support services and e.g., load level of edge computational resources.

Such analytics can improve edge support services by allowing the pro-active edge service operation changes to deal with possible edge overload scenarios.
3) 
UE-to-UE session performance analytics 

This capability introduces application layer analytics to predict the performance of an application session among two or more VAL UEs within a service or group. Such prediction relates to application QoS attributes prediction for a given time horizon and area. This can be requested by the VAL server during the session, or the VAL server can subscribe to receive predicted application QoS downgrade indication for an ongoing session. Such analytics will help improving the application service experience and allow the VAL layer to pro-actively adapt to predicted application QoS changes. 

4) 
Slice-related app performance analytics 

This capability introduces application layer analytics to provide insight on the performance of the VAL applications when using a given network slice (from a list of subscribed slices for the VAL customer). Such solution provides an analytics service to a consumer who can be either the VAL server (for helping to identify what slice it will use for its applications) or for other consumers such as SEAL NSCE to support on providing predictions of slice related performance.
5) 
Location accuracy analytics 

This capability provides the translation of the per UE location report accuracy to an expected /predictive location accuracy derivation for the application requiring positioning services. Such location accuracy analytics and in particular the sustainability of vertical and horizontal accuracy per VAL application (e.g. group of field devices in industrial use cases) based on per UE reported location accuracies is beneficial to make sure that location server will meet the VAL customer location reporting requirements for a given time/area of location request validity. 

6) 
Service API analytics 

Service API analytics (such as the statistics on the successful/failed API invocation or predicted API availability for a given deployment) can be a tool to be used by the API provider (ASP, ECSP, MNO) to help optimizing the API usage by enabling them to trigger API related actions like API mashups, API rate limitations/throttling events, or pro-actively detecting API termination point changes which may affect service performance.
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