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Decision/action requested

The group is asked to discuss and endorse the proposals for E2E AI/ML framework discussions. 
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Background & motivation
There have been some on-going discussions in the 3GPP SA and RAN plenary TSG levels related to E2E AI/ML framework. The study aims at achieving consistent terminology and E2E framework, especially from the Life Cycle Management (LCM) perspective for AI/ML models and cross-domain training/inference data collection/storage, The discussions were triggered by a discussion paper submitted to both RAN#102 [1] and SA#103 [2] by a group of operators. The discussion in SA#103 evolved towards a provisional agreement to start an SA level study aiming to track and investigate ongoing AI/ML related work in RAN and SA WGs and identify potential misalignments, overlap or inconsistency between solutions being developed by those working groups [3,4]. 
It is probably fair to conclude at this stage that SA5 is among the leading 3GPP WGs that have managed to accomplish stable AI/ML related specifications for Rel-18. The specifications [6] focused on the management and orchestration aspects of AI/ML features and capabilities in the 5G system addressing various aspects including e.g. terminology and ML model LCM.  The latter form key elements in the AI/ML E2E framework discussion at SA. As a follow up from the LS (S5-238107 [9]) sent recently on the progress update of AI/ML Management specifications in SA5, this discussion paper aims to highlight SA5 latest accomplishment in the topic of Rel-18 AI/ML management and at the same time looks to complement and facilitate the SA discussion on the AI/ML E2E framework.
The LCM for 3GPP system (including NFs, features, entities, ML models, etc.) is mainly management tasks and hence form part of SA5 ToR [5]. SA5 has already accomplished number of specifications addressing the LCM including the recently completed Rel-18 specification on AI/ML management [6].  Hence, we strongly believe that an update on the work accomplished by SA5 on AI/ML management, including AI/ML-related terms and LCM would provide useful input to the discussion regarding the potential establishment of an SA-led study on the AI/ML E2E framework.
4
Discussion  
4.1
General overview

SA5 is responsible for the management, orchestration and charging for 3GPP systems [5] covering wide range of OAM aspects including operation, assurance, fulfilment, and automation. The scope of responsibilities includes services and functions supporting the orchestration, assurance, and analytics, which includes the Life Cycle Management (LCM).

To support and facilitate the efficient deployment and operation of AI/ML capabilities/features in the 5GS (including Management and orchestration system, 5GC and NG-RAN domains), the ML model needs to be managed throughout its entire lifecycle.
Rel-18 specifications, documented in TS 28.105 [6], addressed many aspects of AI/ML management studied in TR 28.908 [7], including the development of AI/ML-related terminologies and definitions, and a general framework for the life cycle management (LCM) of ML models (i.e., model training, testing, emulation, deployment, and inference). A comprehensive number of detailed use cases for each step of the LCM workflow, along with the relevant requirements and corresponding solutions, have also been documented in the specification.
This discussion paper primarily aims to highlight some key aspects and accomplishments by SA5 on the specifications of AI/ML management for Rel-18, which are considered relevant to the ongoing SA discussions on the AI/ML E2E framework. The paper includes excerpts from the recently completed Rel-18 specifications, specifically focusing on topics related to the SA discussion, such as terminologies, ML model life cycle management (LCM), and a summary of use cases. 
A summary of the SA5 Rel-19 ongoing study on AIML management phase 2 work tasks [8] is also included.

4.2
Unified AI/ML related Terms and definition

The following terms and definitions have recently been agreed by SA5 for the Rel-18 TS 28.105 [6].
Start of quoted text (From TS 28.105)
3.1
Terms

For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

ML model: a manageable representation of an ML model algorithm. 

NOTE 1: an ML model algorithm is a mathematical algorithm through which running a set of input data can generate a set of inference output.

NOTE 2: ML model algorithm is proprietary and not in scope for standardization and therefore not treated in this specification.

NOTE 3: ML model may include metadata. Metadata may include e.g. information related to the trained model, and applicable runtime context.

ML model training: a process performed by an ML training function to take training data, run it through an ML model algorithm, derive the associated loss and adjust the parameterization of that ML model iteratively based on the computed loss and generate the trained ML model.

ML model initial training: a process of training an initial version of an ML model.

ML model re-training: a process of training a previous version of an ML model and generate a new version.
NOTE4: a new version of a trained ML model supports the same type of inference as the previous version of the ML model, i.e., the data type of inference input and data type of inference output remain unchanged between the two versions of the ML model, but parameter values might be different for the re-trained model.

ML model joint training: a process of training a group of ML models.
ML training function: a logical function with ML model training capabilities.

ML model testing: a process of testing an ML model using testing data.

ML testing function: a logical function with ML model testing capabilities.

AI/ML inference: a process of running a set of input data through a trained ML model to produce set of output data, such as predictions.

NOTE 5: the inference represents the process to realize the AI capabilities by utilizing a trained ML model and other AI enablers if needed, hence the AI/ML prefix is used when referring to inference as compared to training and testing.

AI/ML inference function: a logical function that employs trained ML model(s) to conduct inference.

AI/ML inference emulation: running the inference process to evaluate the performance of an ML model in an emulation environment before deploying it into the target environment.

ML model deployment: a process of making a trained ML model available for use in the target environment.

End of quoted text
4.2.1
Observations & recommendations: terms and definitions
· 
Developing a unified set of terms for AI/ML specifications forms the baseline for defining AI/ML E2E framework and help towards preventing subsequent duplication of work among the 3GPP WGs.
· 
Although the terms listed above have been developed in the context of AI/ML management and orchestration, they can still be considered as generic i.e., 3GPP domain agnostic to a larger extent, and hence they all or at least a subset of them can be considered as a baseline by the 3GPP WGs to form the baseline for their AI/ML related specifications development. 
· 
In addition to referencing or re-using the terms from SA5 specifications, the 3GPP WGs may of course still define additional domain-specific (i.e., Management and orchestration, CN or RAN) AI/ML related terms if deemed necessary. 
Recommendation 1: It is recommended that the 3GPP adopts a harmonised set of AI/ML-related terminologies as much as possible, taking into consideration the definitions introduced by SA5 in TS 28.105 [6], and avoid developing different definitions for the same terms unless deemed necessary to serve the development of AI/ML domain-specific specifications.
4.3
Generic framework of AI/ML LCM
Rel-18 specification [6] addressed the AI/ML LCM management capabilities (including wide range of use cases, corresponding requirements (stage 1) and solutions (stage 2 NRMs & stage 3 OpenAPIs) for the ML model, including ML model training (which also includes validation), testing, AI/ML inference emulation, deployment and AI/ML inference steps of the lifecycle as shown below for managing the entire lifecycle of the ML model: 
Start of quoted text (from TS 28.105)
4a.0
ML model lifecycle

AI/ML techniques are widely used in 5GS (including 5GC, NG-RAN, and management system), the generic AI/ML operational workflow in the life cycle of an ML model is depicted in Figure 4a.0-1.
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The ML model lifecycle includes training, emulation, deployment, and inference. Each of these operational steps in the workflow is supported by one or more AI/ML management capabilities as depicted below for each of the operational steps.

-
ML model training: training, including initial training and re-training of an ML model or a group of ML models. It also includes validation of the ML model to evaluate the performance when the ML model performs on the training data and validation data. If the validation result does not meet the expectations (e.g., the variance is not acceptable), the ML model needs to be re-trained. 

-
ML model testing: testing of a validated ML model to evaluate the performance of the trained ML model when it performs on testing data. If the testing result meets the expectations, the ML model may proceed to the next step. If the testing result does not meet the expectations, the ML model needs to be re-trained.
-
AI/ML inference emulation: running an ML model for inference in an emulation environment. The purpose is to evaluate the inference performance of the ML model in the emulation environment prior to applying it to the target network or system.

NOTE: The AI/ML inference emulation is considered optional and can be skipped in the AI/ML operational workflow.
-
ML model deployment: ML model deployment includes the ML model loading process (a.k.a. a sequence of atomic actions) to make a trained ML model available for use at the target AI/ML inference function.

NOTE: ML model deployment may not be needed in some cases, for example when the training function and inference function are co-located.

-
AI/ML inference: performing inference using a trained ML model by the AI/ML inference function. The AI/ML inference may also trigger model re-training or update based on e.g., performance monitoring and evaluation.

End of quoted text
4.3.1
Observations & recommendations: AI/ML LCM
· 
The AI/ML workflow defined by SA5 [6] represents a general framework encapsulating the various life cycle management (LCM) operations for ML model (i.e., model training, testing, emulation, deployment, and inference).
· 
To an extent the AI/ML LCM capabilities defined by SA5 for each of the operational steps are considered generic and can be applicable for all 3GPP system domains including the Management and orchestration, CN and RAN domain.
· 
It is important to recognise that “domain-specific” ML model life cycle related tasks can still be developed for the specific domains by the relevant 3GPP WG, e.g., the RAN can specify data collection within the RAN domain needed to train the UE-side, network-side, or the two-sided UE/network ML models. 
· 
While ML model and AIML inference function life cycle can be specified by the relevant 3GPP WG for the specific domain (i.e., RAN, CN or Management & Orchestration), the “management aspects” of life cycle (i.e., life cycle management) remains to be primarily a “management task” that falls within the responsibility of SA5.
· 
The ML models and the associated “Life Cycle” can be a use case and/or domain specific, the management of the Life Cycle (i.e., LCM) is a higher layer task which is typically a role of the OAM that encompasses the process of e.g., the governance, automation, and operational practices applied to the entire AI/ML lifecycle. It is therefore imperative to distinguish the difference between Life Cycle and Life Cycle Management.  

Recommendation 2: It is recommended that the ML model LCM workflow and associated management capabilities specified by SA5 in TS 28.105 [6] be considered by 3GPP for the currently ongoing and any future discussions on the AI/ML E2E framework, and provide domain-specific AI/ML LCM-related requirements, if any, to SA5 to avoid duplication and contention of effort.
4.4
AI/ML functionalities management scenarios 
The Rel-18 specification [6] also documented AI/ML functionalities management scenarios in relation with managed AIML features which describe the possible locations of ML training function and AI/ML inference function involving the various 3GPP system domains.
Start of quoted text (From TS 28.105)
4a.2
AI/ML functionalities management scenarios (relation with managed AI/ML features)

The ML training function and/or AI/ML inference function can be located in the RAN domain MnS consumer (e.g. cross-domain management system) or the domain-specific management system (i.e. a management function for RAN or CN), or Network Function. 

For MDA, the ML training function can be located inside or outside the MDAF. The AI/ML inference function is in the MDAF.

For NWDAF, the ML training function can be located in the MTLF of the NWDAF or the management system, the AI/ML inference function is in the AnLF.

For RAN, the ML training function and AI/ML inference function can both be located in the gNB, or the ML training function can be located in the management system and AI/ML inference function is located in the gNB.

Therefore, there might exist several location scenarios for ML training function and AI/ML inference function. 

Scenario 1:

The ML training function and AI/ML inference function are both located in the 3GPP management system (e.g. RAN domain management function). For instance, for RAN domain-specific MDA, the ML training function and AI/ML inference functions for MDA can be located in the RAN domain-specific MDAF. As depicted in figure 4a.2-1.
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Figure 4a.2-1: Management for RAN domain specific MDAF

Similarly, for CN domain-specific MDA the ML training function and AI/ML inference function can be located in CN domain-specific MDAF.
Scenario 2:
For RAN AI/ML capabilities the ML training function is located in the 3GPP RAN domain-specific management function while the AI/ML inference function is located in gNB. See figure 4a.2-2. 
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Figure 4a.2-2: Management where the ML model training is located in RAN domain management function and AI/ML inference is located in gNB

Scenario 3:
The ML training function and AI/ML inference function are both located in the gNB. See figure 4a.2-3. 
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Figure 4a.2-3: Management where the ML model training and AI/ML inference are both located in gNB

Scenario 4:
For NWDAF, the ML training function and AI/ML inference function are both located in the NWDAF. See figure 4a.2-4. 
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Figure 4a.2-4: Management where the ML model training and AI/ML inference are both located in CN

End of quoted text
4.4.1 Observations & recommendations: AI/ML functionalities management 
scenarios
· 
The functional arrangement scenarios defined by SA5 specifications clearly demonstrate that different part of the ML model life cycle can be hosted by different domains in the 3GPP depending on the use case.

· 
The functional arrangements represent deployment scenarios where for example ML model training related tasks can either be a domain specific or as a cooperative multi-domain task involving for example RAN and management & orchestration or CN and management & orchestration (OAM) domains.
· 
The LCM workflow defined by SA5 serves as a framework to accommodate and enable all the possible functional arrangement scenarios within or cross-domains in the 3GPP system.

Recommendation 3: It is recommended that the functional arrangement scenarios, coupled with the ML model LCM as defined by SA5 specifications in TS 28.105 [6], be considered in the ongoing and any future relevant discussions on the AI/ML E2E framework.
4.5
Summary of use cases for ML model LCM
Rel-18 specification [6] have also documented a wide range of use cases and corresponding requirements for AI/ML management capabilities for each phase of the operational workflow. The use cases are grouped under different categories for each of the operational phases as listed below:

- ML model training



- ML model training requested by consumer



- ML model training requested by producer



- ML model selection



- Managing ML model training process



- Handling errors in data and ML decisions



- ML model joint training



- ML model validation performance reporting




- Performance management for ML model training



- Performance indicator selection for ML model training



- ML model performance indicators query and selection for ML model training



- MnS consumer policy-based selection of ML model performance indicators for ML model 



  training


- ML model testing



- Consumer-requested ML model testing



- Producer-initiated ML model testing



- Joint testing of multiple ML entities
      - Performance management for ML model testing 


- Performance indicator selection for ML model testing



- ML model performance indicators query and selection for ML model testing



- MnS consumer policy-based selection of ML model performance indicators for ML   



  model testing

- AI/ML inference emulation


- ML model deployment


- Consumer requested ML model loading



- Control of producer-initiated ML model loading



- AI/ML inference management

- AI/ML inference performance management



- AI/ML inference performance evaluation



- AI/ML performance measurements selection based on MnS consumer policy


- AI/ML update control



- Availability of new capabilities or ML model


- Triggering ML model update


- AI/ML inference capabilities management



- Identifying capabilities of ML models


- Mapping of the capabilities of ML models

- AI/ML inference capability configuration management



- Managing NG-RAN AI/ML-based distributed Network Energy Saving



- Managing NG-RAN AI/ML-based distributed Mobility Optimization



- Managing NG-RAN AI/ML-based distributed Load Balancing


- Executing AI/ML Inference



- AI/ML inference history - tracking inferences and context
The use cases documented in Rel-18 specifications supported the developments of wide range of management capabilities per each of the operational step of the LCM workflow. 
4.6
Rel-19 ongoing study on AI/ML management 
SA5 continues to address and further develops the AI/ML management specifications by collaborating with relevant WGs with a Rel-19 phase 2 study [8] which is currently progressing. In addition to the continuation of Rel-18 leftovers, the key objectives of Rel-19 work include studying;

- 
The management aspects (LCM CM and PM) of AI/ML functionalities defined by SA5 and other 3GPP WGs, including 5GC and RAN;
- 
AI/ML management and operation capabilities to support different types of AI/ML technologies as needed to support the AI/ML in 5GS, such as Federated Learning, Reinforcement Learning, Online and Offline training, Distributed Learning, and Generative AI;
- 
the sustainability aspect of AI/ML, including, evaluation of energy consumption/efficiency impacts associated with AI/ML solutions for all operational phases (training, emulation, deployment, inference);
-  
the trustworthiness aspects related to the AI/ML functionalities in 5GS, including concept of trustworthiness for AI/ML in the context of OAM, and data (e.g., measurements, events) to support calculation of trustworthiness indicators.

4.7
Proposals
The group is asked to discuss and endorse the proposal below;
Proposal: It is proposed that SA level study on AI/ML E2E framework takes into account the work done by SA5 in TS 28.105 [6] on the following aspects:
· AI/ML related terminologies [4.2],
· ML model LCM workflow and associated management capabilities [4.3], and
· Functional arrangement scenarios [4.4].
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