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1	Introduction
During RAN4#110bis, some general aspects considering AI/ML were discussed:
· Post-deployment verification
· Testing Environment/framework

In this contribution, we re-iterate our views on post-deployment verification and testing environment / framework. We also present again proposals for how to consider potential RRM requirements relating to LCM at this stage that were not discussed at the last meeting.
During the AI/ML WI, it may be necessary for RAN4 to discuss and agree on AI models, either as reference models for deriving performance requirements, or as reference models to be standardized, or as test decoder/encoder (See [1] for a description of reference models). In particular this is the case for the 2-sided CSI model when options 3 and 4 are considered.
During the discussion up to now, it has been assumed that after a period of evaluation, it will be necessary to in the end select a single model. There exists research, however on the possibility of merging models. Merging could potentially allow for different companies to bring models for merging without needing to disclose the dataset used for training. Merging models may open up possibilities for RAN4 work and compromise. Obviously, a large number of questions need to be posed about the usefulness and feasibility of any merging. To start a discussion, this contribution presents an outline of the possibilities for model merging.
[bookmark: _Ref178064866]2	Post-deployment verification
Post-deployment verification refers to processes for building confidence in continuing adherence to minimum performance requirements (indirectly) for UEs deployed in the field. Post-deployment verification is needed due to the potential for model update, reinforcement learning and the general issue that compliance testing can never exhaustively test model performance in all circumstances.
Existing agreements on post-deployment testing are as follows:
Agreement: 
· To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded

In our understanding, option 1 is rather clumsily worded. It was already agreed that conformance testing of UEs that are already deployed is not feasible. What option 1 refers to is testing of new/updated models in a realistic way (considering the UE hardware that they will be deployed to) prior to use of the models in deployed UEs. For example, prior to sending a model to UEs, a UE vendor could verify that the model meets RAN4 requirements in representative hardware.
During RAN4#110bis, we proposed a further option, which is for the UE vendor to store internal data on the input to a model during conformance testing (prior to UE deployment), such that model updates can later on be tested using the stored data prior to the models being activated in deployed UEs.
· During compliance testing under controlled lab conditions, the UE records the inputs to the model under test. The inputs may be UE specific as they may be after e.g. analog processing.
· The data on model inputs may be stored in the UE or stored in another location.
· When a model is to be updated, the same data as used for the laboratory test is input to the model.
· This could be done inside the UE in the field, but it could also be done offline in a test facility.

The latter option requires the capture and storage of UE internal data, which may need to be done by the UE vendor. It may not be feasible to independently verify the UE depending on the test setup. It may, however, provide a further option for post-deployment verification.
[bookmark: _Toc166490763]As a further option relating to post deployment testing, consider the possibility of capturing model input during testing for later testing of new models. 
[bookmark: _Toc166490764]		Option 3: Capture model input during conformance testing for later testing of new models.



3	Testing framework
During RAN4#110bis, further discussion took place on the topic of static and non-static channel configurations which resulted in following outcome:

Agreement:
· Both static and non-static scenarios/configurations could be needed for AI testing
· RAN4 will further discuss how to use them case by case
· FFS whether to use static scenarios/configurations as baseline.
· Refine the definitions of static and non-static scenarios/configurations based on two bullets below
· Static: channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic
· Non-static: Non-static scenarios/configuration can be further considered in application to use cases. The details of models are FFS and may include non-stationary SNR and other conditions.

In our understanding, the above agreement is sufficient at a generic level. Whether with static or non-static configurations, it is important that requirements and tests on AI functionality are defined such that confidence can be achieved on consistent performance across the range of expected channel/deployment scenarios. For some use-cases (for example, spatial beam prediction or positioning), a non-static test may be a useful way of achieving wide enough test coverage without excessive test time (by means of exposing the model to a wide enough spectrum of conditions during the test time). For other use cases (for example, CSI prediction), non-static models may not work since the AI functionality operates based on temporal correlation.
4	Progressing LCM related RRM in the early part of the WI
In this section, we present some thinking on how to start discussions relating to the RRM impacts of LCM. Clearly, many details of LCM need to be discussed in other WGs before RAN4 can finalize requirements. On the other hand, due to the complexity of AI/ML, it is important to have sufficient time for RAN4 discussions and avoid the need to face insufficient time for considering LCM late in the WI once other WGs are finished. Starting from the current level of progress, at least some high-level discussions are feasible and would be beneficial.
Two types of LCM were discussed during the SI [2]: 
· functionality-based LCM, with which models may not be identified at the network side, while UE may perform model-level LCM, and 
· model-based LCM, with which models are identified at the network side.
The below set of procedure types are common for both functionality- and model-based LCM:
1) [bookmark: _Hlk165633213]Identification;
2) Selection, activation, deactivation, switching, and fallback to non-AI operation. This is including decision by the network (either network initiated or UE-initiated and requested to the network) or decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it);
3) Performance monitoring.
Additional types of procedures have been listed specifically for the model-based LCM:
4) Model training;
5) Model deployment;
6) Model inference;
7) Model monitoring;
8) Model update.
We note also that not all of the above procedures may be standardized in the end, since it depends on the actual discussions and progress in other groups during the WI.
Based on the above, given the commonality in some procedures between the functionality- and model-based LCM, it is suggested that RAN4 starts the LCM core requirements discussion focusing on the procedures from the common set which is relevant for both types of LCM, so that whichever option is selected in the end, this initial work will still be relevant. including the requirements scope, type of the requirements, and parameters in the requirements, with the understanding that the actual values in the requirements may differ for the functionality-based and model-based LCM.
[bookmark: _Toc166490765]RAN4 starts the LCM core requirements discussion focusing on the procedures from the common set which are relevant for both functionality- and model-based LCM, so that whichever option is selected in the end, this initial work will still be relevant. (Examples of the common set of procedures include: identification, selection, activation, deactivation, switching, and fallback to non-AI operation, as well as performance monitoring.)
[bookmark: _Toc166490766]The initial RAN4 discussion on the LCM core requirements can include: the requirements scope, type of the requirements, and parameters in the requirements, with the understanding that the actual values in the requirements may differ for the functionality-based and model-based LCM.
5	RRM requirements for AI/ML
It is important to ensure that the AI/ML capable UEs do not have worse performance during their AI/ML operation than with non-AI/ML operation. Hence, it is reasonable to assume that the UE in AI/ML operation meet at least the legacy RRM requirements. 
[bookmark: _Toc166490767]At least the legacy RRM requirements (non-AI/ML) have to be met, even during the AI/ML operation mode.
A UE capable of AI/ML operation, may not always be in this operation mode. One of the reasons for a fallback to non-AI/ML operation can be potential performance degradation, hence it is important to have a requirement on how fast the UE can go back to non-AI/ML operation.
[bookmark: _Toc166490768]A maximum delay for switching from non-AI/ML and back to non-AI/ML operation can be a candidate RRM requirement.
6	Potential of merging models

This section will explore the problem of how to agree on the weights for a standardized reference or test AI/ML model. This proposition is motivated by the interest of using real data to train the AI/ML model and having all companies being part of the standardized reference or test AI/ML model.
The scenario explored assume the following settings:
· The training should be done in a proprietary manner, could be because training with real proprietary data is crucial.
· A test procedure to select the best model has been decided, could be on common simulated or real dataset or based on proprietary real data.

Selecting the best model, coming from one company, might be difficult to achieve and thus one possible option is to merge the parameters of all companies, for a given AI/ML structure:
1. Decide the best AI/ML structure.
2. Each company trains the selected AI/ML structure with potentially real proprietary data.
3. Merge all methods using Algorithm 3 in [3].
Because simply computing an average of the parameters of different AI/ML models would not work, this algorithm first aligns all models. This alignment is done by finding permutations before and after each hidden layer of each AI/ML models; the permutations are selected such that two similar sets of weights from two different models are put in the same location in the AI/ML structure. The permutations are also taken such that an aligned model has the same output as the original model.
Figure 1 illustrates the intuition behind the permutation followed by the meaningful average of the 2 AI/ML models. The final model is then a combination of all models. Depending on the performances of the test procedure, a non-uniform average of parameters can be applied.Figure 1: Illustration of the alignment between 2 AI/ML models. Taken from [3].

[image: ]
The advantage of this potential procedure:
· All companies can have at least a small portion of their parameters into the models.
· The inference performance could be increased compared to the option of selecting only one model from one company. The usage of different dataset and training procedure by different companies increase the diversity of the combined model as it has been trained on larger dataset.
· This proposed method gets closer to a common training with all shared datasets, which is arguably the best performing solution. However, with the proposed merging solution, no training data sharing is required and no agreement on the learning hyperparameters (e.g., learning rate) has to be made.
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[bookmark: _Toc166490769]RAN4 further discuss the whether model merging is feasible and useful or not as a possibility for agreeing a reference or test model.
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Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	As a further option relating to post deployment testing, consider the possibility of capturing model input during testing for later testing of new models.
Option 3: Capture model input during conformance testing for later testing of new models.
Proposal 2	RAN4 starts the LCM core requirements discussion focusing on the procedures from the common set which are relevant for both functionality- and model-based LCM, so that whichever option is selected in the end, this initial work will still be relevant. (Examples of the common set of procedures include: identification, selection, activation, deactivation, switching, and fallback to non-AI operation, as well as performance monitoring.)
Proposal 3	The initial RAN4 discussion on the LCM core requirements can include: the requirements scope, type of the requirements, and parameters in the requirements, with the understanding that the actual values in the requirements may differ for the functionality-based and model-based LCM.
Proposal 4	At least the legacy RRM requirements (non-AI/ML) have to be met, even during the AI/ML operation mode.
Proposal 5	A maximum delay for switching from non-AI/ML and back to non-AI/ML operation can be a candidate RRM requirement.
Proposal 6	RAN4 further discuss the whether model merging is feasible and useful or not as a possibility for agreeing a reference or test model.
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